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The homotopy groups of the L2-localization
of a certain type one finite complex at the prime 3
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Yoshitaka N a k a z a w a and Katsumi S h i m o m u r a (Tottori)

Abstract. For the Brown–Peterson spectrum BP at the prime 3, v2 denotes Hazewin-
kel’s second polynomial generator of BP∗. Let L2 denote the Bousfield localization functor
with respect to v−1

2 BP . A typical example of type one finite spectra is the mod 3 Moore
spectrum M . In this paper, we determine the homotopy groups π∗(L2M ∧ X) for the 8
skeleton X of BP .

1. Introduction. Let BP denote the Brown–Peterson spectrum at the
prime p and L2 the Bousfield localization functor from the category of spec-
tra to itself with respect to v−1

2 BP . Here v2 is the polynomial generator of
BP∗ = Z(p)[v1, v2, . . .] with |vk| = 2pk−2. A p-local finite spectrum F is said
to have type n if K(n)∗(X) 6= 0 and K(n − 1)∗(X) = 0 for the Morava K-
theories K(i)∗(−) with coefficient ring K(i)∗ = K(i)∗(S0) = (Z/p)[vi, v−1

i ].
The Toda–Smith spectrum V (n) characterized by

BP∗(V (n)) = BP∗/(p, v1, . . . , vn)

is a typical example of spectrum of type n+ 1 when it exists.
At the prime 3, V (1) exists and the homotopy groups π∗(L2V (1)) were

recently computed by the second author [9]. Of course, the homotopy groups
π∗(L2V (1)) at a prime > 3 had already been computed by Ravenel (cf. [5]).
In other words, we know the homotopy groups of the L2-localization of a
type two finite complex even at the prime 3. In this paper we compute
the homotopy groups of the L2-localization of a type one finite complex at
the prime 3. At a prime > 3, the homotopy groups of the L2-localization
of a type one complex and a type zero complex are computed in [7] and
[11], respectively. At the prime p = 2, without a finiteness condition, the
homotopy groups of the L2-localization of type two and type one complexes
are computed in [3] and [8], respectively.

1991 Mathematics Subject Classification: 55Q10, 55Q45, 55P60.
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From now on, we fix a prime p = 3. Let X denote the 8-skeleton of
BP and M = V (0) denote the mod 3 Moore spectrum. Then M ∧ X is
a spectrum of type one. Since we have the Adams map α : Σ4M → M
such that BP∗(α) = v1, we see that π∗(L2M ∧ X) is a k(1)∗-module for
k(1)∗ = (Z/3)[v1], where we identify v1 and α. In this paper, we determine
the homotopy groups π∗(L2M ∧X) by using the Adams–Novikov spectral
sequence. In order to state our results, consider k(1)∗-modules K(i), L(i),
K̂(i), M (i) and N (i) defined as follows:

• K(i) is isomorphic to K(2)∗ − (Z/3)[v3
2 , v
−3
2 ] generated by g(i) of di-

mensions −5, 10, 5 and −12 for i = 0, 1, 2 and 3, respectively.
• L(i) is the direct sum of k(1)∗-modules isomorphic to

k(1)∗/(v4·3k
1 )

generated by g(i)
k,m for k ≥ 0 and m ∈ Z− 3Z of dimension 16 · 3k(3m− 1)−

1 + 15i for i = 0, 1, and 8 · 3k+1(2m− 3)− 3 + 15(i− 2) for i = 2, 3.

• K̂(i) is isomorphic to (Z/3)[v3
2 , v
−3
2 ] generated by k(i) of dimension

15− 5i.
• M (i) is the direct sum of k(1)∗-modules isomorphic to

k(1)∗/(v6·3k
1 )⊕ k(1)∗/(v10·3k

1 )

generated by g′(i)k,m and g′′(i)k,m for k ≥ 0, m ∈ Z of dimensions 8 ·3k(18m+ 3)
− 2 + 15(i− 1) and 8 · 3k(18m+ 11)− 2 + 15(i− 1).
• N (i) is the direct sum of k(1)∗-modules isomorphic to

k(1)∗/(v3
1)

generated by g(i)
m for m ∈ Z of dimension 16 · (3m+ 2)− 2 + 11(i− 1).

Let Gs denote a k(1)∗-module isomorphic to the finite v1 torsion part
Ms of HsM1

1 shown in (11.1):

G0 = K(0) ⊕ L(0),

G1 = K(1) ⊕ L(1) ⊕ K̂(1) ⊕M (1) ⊕N (1),

G2 = K(2) ⊕ L(2) ⊕ K̂(2) ⊕M (2) ⊕N (2),

G3 = K(3) ⊕ L(3),

Gs = 0 for s > 3.

Our computation shows that the E2-term of the Adams–Novikov spectral
sequence for π∗(L2M ∧ X) is zero at the filtration degree greater than 4.
Therefore, the spectral sequence collapses to the E2-term. We compute the
E2-term and obtain:
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Theorem 1.1. The homotopy group π∗(L2M ∧X) is isomorphic to the
direct sum of a k(1)∗-module

k(1)∗ ⊗ Λ(h20),

two copies of K(1)∗/k(1)∗, and
⊕

s≥0G
s. Here h20 ∈ π15(L2M ∧ X) and

the direct sum of the two copies of K(1)∗/k(1)∗ is generated by the elements
z

(i)
j ∈ π15i−4j−2(L2M ∧X) for i = 0, 1 and 0 < j ∈ Z as a vector space over

Z/3 with v1z
(i)
j = z

(i)
j−1 and z(i)

0 = 0.

The theorem follows from

Theorem 1.2. The homotopy group π∗(LK(2)X ∧M) is isomorphic to
the k∗(1)-module

k(1)∧∗ ⊗ Λ(h20, ζ2)⊕
⊕

s≥0

Gs.

Here k(1)∧∗ = limj k(1)∗/(v
j
1), and LK(2) denotes the Bousfield localization

functor with respect to the Morava K-theory K(2)∗.

Note that LK(2)X ∧M = limj LK(2)X ∧ V (1)(j) = limj L2X ∧ V (1)(j).
This theorem follows from the knowledge of the homotopy groups
π∗(LK(2)X ∧ V (1)(j)) for the cofiber V (1)(j) of αj : Σ4jM → M , whose
structures can be read off from the differentials of the Bockstein spectral
sequence used to determine H∗M1

1 . Note also that we have the duality

Es,∗2 (X ∧ V (1)(j)) ∼= Hom(E4−s,∗
2 (X ∧ V (1)(j)),Q/Z)

even at p = 3, which was observed at the prime p > 3 by Hopkins and
Gross [2].

2. The spectrum X. Throughout this paper, we consider everything
localized at the prime number 3. Let S0 denote the sphere spectrum and
consider the cofiber S0 ∪α1 e

4 of the map α1 : S3 → S0 which represents
the generator π3(S0). Since the map α1 : S7 → S4 is extended to α̃1 : S7 →
S0 ∪α1 e

4, the spectrum X is defined to be a cofiber of the map α̃1 and
denoted by

X = S0 ∪α1 e
4 ∪α̃1 e

8.

Let BP denote the Brown–Peterson spectrum at the prime 3. Then BP∗ =
π∗(BP ) = Z(3)[v1, v2, . . .] with |vi| = 2(3i − 1), and BP∗(BP ) =
BP∗[t1, t2, . . .] with |ti| = 2(3i − 1). By the cell structure, we see that X
is the 8-skeleton of BP , and so

BP∗(X) = BP∗[t1]/(t31) ⊂ BP∗(BP ),

which gives the comodule structure of BP∗(X).
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Let M denote the Moore spectrum which is defined as the cofiber of the
map 3 : S0 → S0. Then

BP∗(M ∧X) = (BP∗/(3))[t1]/(t31)

as a comodule.

3. The E2-term. We note that for the Brown–Peterson spectrum BP ,
(BP∗, BP∗(BP )) is a Hopf algebroid, and the category of BP∗(BP )-comod-
ules has enough injectives. Therefore, the Ext group Ext∗BP∗(BP )(BP∗, C) is
defined as a cohomology of the relative injective resolution of a comodule
C. Note that BP∗(W ) is a comodule for a spectrum W . The E2-term of
the Adams–Novikov spectral sequence for computing the homotopy groups
π∗(W ) is Exts,tBP∗(BP )(BP∗, BP∗(W )). Hereafter, spectra are supposed to be
3-local.

Consider a comodule algebra E(2)∗ = v−1
2 Z(3)[v1, v2] whose structure is

read off from that of BP∗. By Landweber’s exact functor theorem, E(2)∗(−)
= E(2)∗⊗BP∗BP∗(−) is a homology theory and E(2) denotes the spectrum
which represents it by Brown’s theorem. Then, E(2)∗(E(2)) = E(2)∗ ⊗BP∗
BP∗(BP )⊗BP∗E(2)∗ is also a Hopf algebroid. We have another Adams–type
spectral sequence

(3.1) Es,t2 = Exts,tE(2)∗(E(2))(E(2)∗, E(2)∗(W ))⇒ π∗(L2W )

(cf. [6]). Here L2 denote the Bousfield localization functor with respect to
E(2). Using this we will compute first the E2-term for the spectrum X ∧M
defined in the previous section. Consider the coalgebroid

Σ = E(2)∗[t31, t2, t3, . . .]⊗BP∗ E(2)∗
whose coalgebra structure is inherited from Γ = E(2)∗(E(2)) by the canon-
ical projection Γ → Σ. So it is a coalgebra over E(2)∗. Let

E(2)∗/(3)→ Σ ⊗E(2)∗ I0 → Σ ⊗E(2)∗ I1 → . . .

be a relative Σ-injective resolution, by which we mean a long exact sequence
of comodules which is split as E(2)∗-modules. Applying the functor Γ ¤Σ−
to the resolution, we have another Γ -injective resolution

(E(2)∗/(3))[t1]/(t31)→ Γ ⊗E(2)∗ I0 → Γ ⊗E(2)∗ I1 → . . . ,

since Γ ¤Σ E(2)∗ ∼= E(2)∗[t1]/(t31) as a comodule and Γ ¤Σ Σ = Γ . These
resolutions give the same cohomology and so we have an isomorphism

Exts,tΓ (E(2)∗, (E(2)∗/(3))[t1]/(t31)) = Exts,tΣ (E(2)∗, E(2)∗/(3)).

4. The chromatic spectral sequence. For the sake of simplicity, we
use the notation

Hs,t(C) = Exts,tΣ (E(2)∗, C)
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for a Σ-comodule C. Consider the exact sequence

(4.1) 0→ E(2)∗/(3)→ v−1
1 E(2)∗/(3)→ E(2)∗/(3, v∞1 )→ 0.

of comodules, which defines the comodule E(2)∗/(3, v∞1 ). For short, we write

M1
1 = E(2)∗/(3, v∞1 )

following [4]. We denote an element of it by

x/vj1 with x/vj1 6= 0 if and only if j > 0,

for x ∈ K(2)∗. Here K(2)∗ = E(2)∗/(3, v1) = (Z/3)[v2, v
−1
2 ]. In other words,

M1
1 = {x/vj1 : x ∈ K(2)∗, 0 < j ∈ Z}.

We also define

N0
1 = E(2)∗/(3) and M0

1 = v−1
1 E(2)∗/(3).

Then the short exact sequence induces a long one:

(4.2) . . .→ Hs−1M1
1

δ→ HsN0
1 → HsM0

1 → HsM1
1

δ→ . . . ,

which yields our chromatic spectral sequence. That is, Es,t1 = HtMs
1 ⇒

Hs+tN0
1 . The structure of the E1-term H∗M0

1 is given as follows:

(4.3) H∗M0
1 = Ext∗Σ(E(2)∗, v−1

1 E(2)∗/(3)) = ΛK(1)∗(h20).

This follows from the change of rings theorems:

H∗M0
1 = Ext∗Σ(E(2)∗, v−1

1 E(2)∗/(3)) = Ext∗Σ′(K(1)∗,K(1)∗) and

Ext∗Σ′(K(1)∗,K(1)∗) = K(1)∗ ⊗ Ext∗S(1,2)(Z/3,Z/3)

and Ravenel’s result (cf. [5, Th. 6.3.7]):

Ext∗S(1,2)(Z/3,Z/3) = Λ(h20),

where K(1)∗ = (Z/3)[v1, v
−1
1 ],

Σ′ = K(1)∗[t2, t3, . . .]/(v1t
3
i − v3i

1 ti : i > 1) and

S(1, 2) = Σ′ ⊗K(1)∗ Z/3 = (Z/3)[t2, t3, . . .]/(t3i − ti : i > 1).

We further note that the generator h20 is represented by the cocycle

h20 = t2 − ut31 + uv1t
2
1 + u2v1t1 ∈ Ω1

Γ ′K(1)∗{1, u, u2},
where Ω denotes the cobar complex and K(1)∗{1, u, u2} = K(1)∗[t1]/(t31).
The exact sequence (4.2) together with (4.3) gives us the desired E2-term
H∗N0

1 = H∗(E(2)∗/(3)) = Ext∗Σ(E(2)∗, E(2)∗/(3)) of the spectral sequence
(3.1), if we know H∗M1

1 = H∗(E(2)∗/(3, v∞1 )).
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Consider the following short exact sequence:

(4.4)

0 K(2)∗ E(2)∗/(3, v∞1 ) E(2)∗/(3, v∞1 ) 0

M1
1 M1

1

// f // v1 //
�����

�����

//
�����

�����

in which f(x) = x/v1. By the following lemma we will determine H∗M1
1 .

Lemma 4.5 ([4, Remark 3.11]). Consider the commutative diagram

(4.6)

HsK(2)∗ HsM1
1 HsM1

1 Hs+1K(2)∗

HsK(2)∗ B B Hs+1K(2)∗

//
�����

�����

v1 // δs //
�����

�����
//
/

�

OO

v1 //
/

�

OO

δs //

in which the upper sequence is the long exact sequence induced by the short
one (4.4). If the lower sequence is exact , then H∗M1

1 = B.

5. Definition of some elements. In this section we will work in the
cobar complex Ω∗ΣM

1
1 , whose homology groups are H∗M1

1 . Here the cobar
complex consists of the modules

ΩtΣM
1
1 = M1

1 ⊗E(2)∗

t︷ ︸︸ ︷
Σ ⊗E(2)∗ . . .⊗E(2)∗ Σ

with differentials dt : ΩtΣM
1
1 → Ωt+1

Σ M1
1 given by

dt(m⊗ γ1 ⊗ . . .⊗ γt) = ηR(m)⊗ γ1 ⊗ . . .⊗ γt

+
t∑

i=1

(−1)im⊗ γ1 ⊗ . . .⊗∆(γi)⊗ . . .⊗ γt

− (−1)tm⊗ γ1 ⊗ . . .⊗ γt ⊗ 1,

where ηR : M1
1 → M1

1 ⊗E(2)∗ Σ and ∆ : Σ → Σ ⊗E(2)∗ Σ are the maps
induced from the right unit ηR : E(2)∗ → E(2)∗(E(2)) and the coproduct
∆ : E(2)∗(E(2))→ E(2)∗(E(2))⊗E(2)∗ E(2)∗(E(2)), respectively.

Since ηR(v3) = 0 and ηR(v4) = 0 in E(2)∗(E(2)), we have the relations
(cf. [10]):

(5.1)
t91 ≡ v2

2t1 − v1v
−1
2 t32 + v2

1v2t
3
1 mod (3, v3

1) and

t92 ≡ v8
2t2 − v1v

−1
2 t33 mod (3, v3

1)

in E(2)∗(E(2)). Note that in [10] the lower congruence is said to hold mod
(3, v2

1), but a careful computation shows it holds also mod (3, v3
1).
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First, we recall [4] the elements xk ∈ E(2)∗ for k ≥ 0 defined inductively
by

xi =

{
v3i

2 for i = 0, 1,

x3
i−1 + eiv

4(3i−1−1)
1 v2·3i−1+1

2 for i > 1,

where e2 = −1 and ei = 1 for i > 2. Then by [4, Prop. 5.4] we have, mod
(3, v4·3i−1+1

1 ),

(5.2)
d0(x1) ≡ v3

1t
9
1 ≡ v3

1v
2
2(t1 + v1(v−1

2 (t2 − t41)− ζ2)),

d0(xi) ≡ −v4·3i−1−1
1 v2·3i−1

2 (t1 + v1ζ
3i−1

2 ) for i > 1,

where

(5.3) ζ2 = v−1
2 t2 + v−3

2 (t32 − t12
1 ).

Here using (5.1), we have

(5.4) d1(ζ2) ≡ 0 mod (3, v1).

Put
˜vu2h20 = vu2 t2 − uv1v

u−9
2 t33 + uv1v

u−3
2 t31t

3
2

for u ∈ Z. Recall [10] the element V = 1
3v1

(v3
1t

9
1 − v9

1t
3
1 − d0(v3

2)). Then

(5.5) V ≡ −v2
2t

3
1 mod (3, v1) and d1(V ) ≡ v2

1b1 mod (3, v8
1)

for

(5.6) bk = −t3k1 ⊗ t2·3
k

1 − t2·3k1 ⊗ t3k1 (k ≥ 0).

We also define the cocycle ξ = v−10
2 t31 ⊗ t33 + . . . by the following:

Lemma 5.7. In Σ ⊗E(2)∗ Σ,

d0( ˜v2
2h20) ≡ −v1V ⊗ ζ3

2 + v2
1v

2
2ξ mod (3, v3

1).

We also have

d0( ˜v2h20) ≡ −v1v2t
3
1 ⊗ ζ3

2 mod (3, v2
1).

P r o o f. This follows from a direct computation: mod (3, v3
1), we have

d0(v2
2t2) ≡ − v1v2t

3
1 ⊗ t2 + v2

1t
6
1 ⊗ t2,

d0(v1v
−7
2 t33) ≡ − v2

1v
−8
2 t31 ⊗ t33 − v1v

−7
2 (t31 ⊗ t92 + t32 ⊗ t27

1 + v3
2b

3
1),

d0(−v1v
−1
2 t31t

3
2) ≡ v2

1v
−2
2 t31 ⊗ t31t32

+ v1v
−1
2 (t61 ⊗ t91 + t31 ⊗ t12

1 + t31 ⊗ t32 + t32 ⊗ t31).

Now use the relation (5.1) to obtain the lemma. Note that, as shown in [1],
b31 ≡ b2 ≡ v6

2b0 mod (3, v2
1), which is 0 in our case.

The other case is similar.
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Lemma 5.8. Consider the element ˜v−1
2 h30 = v−27

2 t93−v1v
2
2ζ

3
2 +v2

1v
−8
2 t33−

v3
1v2t

6
1ζ

3
2 . Then ˜v−1

2 h30 ≡ v−1
2 t3 mod (3, v1) and

d1( ˜v−1
2 h30) ≡ −b1 − ζ3

2 ⊗ t91 + v3
1v2ξ mod (3, v4

1)

in Σ ⊗E(2)∗ Σ.

P r o o f. The first statement follows from (5.1).
For the second statement, note first that

b91 = v18
2 b1 − d1(v3

1v
9
2t

6
1t

9
2).

Furthermore, notice that

v1t
3
2 ≡ −v2t

9
1 + v2

1v
2
2t

3
1 − v3

1v2t
6
1

and ζ3
2 ≡ v−3

2 t32+v−9
2 t92+v1v

−4
2 t31t

3
2−v2

1v
−2
2 t61 mod (3, v4

1). Then, mod (3, v4
1),

t91 ⊗ t27
2 + t92 ⊗ t81

1 ≡ (−v1v
−1
2 t32 + v2

1v2t
3
1 − v3

1t
6
1)⊗ v24

2 t32 + t92 ⊗ v18
2 t91

≡ v23
2 t32 ⊗ v2t

9
1 − v2

1v
23
2 t32 ⊗ v2

2t
3
1 + v3

1v
23
2 t32 ⊗ v2t

6
1

+ v2
1v

25
2 t31 ⊗ t32 − v3

1v
24
2 t61 ⊗ t32 + v18

2 t92 ⊗ t91
≡ v27

2 ζ3
2 ⊗ t91 + v2

1v
25
2 t61 ⊗ t91 + v2

1v
28
2 t31 ⊗ ζ3

2

− v2
1v

19
1 t31 ⊗ t92 + v2

1v
25
2 t31 ⊗ t12

1 − v3
1v

24
2 t61 ⊗ t32

− v2
1v

25
2 t32 ⊗ t31 + v3

1v
24
2 t31t

3
2 ⊗ t31 + v3

1v
24
2 t32 ⊗ t61.

Now add the following to obtain the results:

d1(v−27
2 t93) ≡ − v−27

2 (t91 ⊗ t27
2 + t92 ⊗ t81

1 + v9
2(t27

1 ⊗ t54
1 + t54

1 ⊗ t27
1 ))

≡ − v−27
2 (t91 ⊗ t27

2 + t92 ⊗ t81
1 + v9

2b
9
1),

d1(−v1v
2
2ζ

3
2 ) ≡ v2

1v2t
3
1 ⊗ ζ3

2 − v3
1t

6
1 ⊗ ζ3

2 ,

d1(v2
1v
−8
2 t33) ≡ v3

1v
−9
2 t31 ⊗ t33 − v2

1v
−8
2 (t31 ⊗ t92 + t32 ⊗ t27

1 ),

d1(−v3
1v
−3
2 t61t

3
2) ≡ v3

1v
−3
2 (−t31t32 ⊗ t31 − t31 ⊗ t31t32 + t32 ⊗ t61 + t61 ⊗ t32).

Lemma 5.9. Consider the element ˜v2
2h11 = V +v2

1
˜v−1

2 h30. Then ˜v2
2h11 ≡

−v2
2t

3
1 mod (3, v1) and

d1( ˜v2
2h11) ≡ −v2

1ζ
3
2 ⊗ t91 + v5

1v2ξ mod (3, v6
1)

in Σ ⊗E(2)∗ Σ.

P r o o f. The first congruence is seen by (5.5) and the other follows from
a direct calculation and the relation

d1(V ) ≡ v2
1b1 mod (3, v8

1)

(see (5.5)). Now the lemma follows from the previous one.

Next, we recall [1] the elements x(n) ∈ E(2)∗(E(2)) such that x(n) ≡
vn2 t1 + v1v

n
2 ζ2 mod (3, v2

1) for n = 3ks with k ≥ 0 and for s ∈ Z with
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s ≡ 1 mod 3 or s ≡ −1 mod 9:

x(1) = v2t1 + v1τ,

x(3) = Y,

v3
1x(3k+1) = v1x(3k)3 − d0(v3k+1+1

2 )

+ (−1)kv3a(k)+1
1 v

3i(k)
2 ω, k > 0,

x(3k(3t+ 1)) = xtk+1x(3k), k ≥ 0, t ∈ Z;

x(9t− 1) = − xt−1
2 X,

v3
1x(3(9t− 1)) = v1x(9t− 1)3 − d0(v3(9t−1)+1

2 ) + v29
1 v27t−12

2 V,

v3
1x(3k+1(9t− 1)) = v1x(3k(9t− 1))3 − d0(v3k+1(9t−1)+1

2 )

+ v
3a′(k)
1 v

3i′(t;k)+1
2 ζ, k > 0,

for the integers a(k), i(k), a′(k) and i′(t; k) for k ≥ 0 and t ∈ Z defined by

a(0) = 2, a(k) = 2 · 3k + 1, i(k) = (3k − 1)/2,

a′(0) = 10, a′(k) = 28 · 3k−1,

i′(t; 0) = 9t− 4, i′(t; k) = 3k−1(9(3t− 1)− 1).

Here τ = t41 − t2, ω, X and Y are the elements of Ω1
ΣE(2)∗ = E(2)∗(E(2))

defined in [1] such that

d1(ω) ≡ ξ3 + v2ξ mod (3, v1),

X ≡ −v8
2t1 mod (3, v1),

d1(X) ≡ v10
1 v5

2b0 + v10
1 v5

2t
3
1 ⊗ ζ3

2 mod (3, v11
1 ),

Y ≡ v3
2t1 mod (3, v1),

d1(Y ) ≡ v7
1v2ξ mod (3, v8

1),

for a cochain ξ ∈ Ω2
ΣE(2)∗ defined above Lemma 5.7, which represents the

generator ξ of H2K(2)∗ (see (5.13)) (K(2)∗ = E(2)∗/(3, v1)).
Then the following holds:

(5.10) Let s denote an integer such that either s ≡ 1 mod 3 or s ≡
−1 mod 9. Then there exist elements x(m) of E(2)∗(E(2))/(3) for
m with m = 3ks such that

x(m) ≡ vm2 t1 + v1v
m
2 ζ2 mod (3, v2

1),

and for k ≥ 0 and t ∈ Z,

d1(x(3t+ 1)) ≡ v2
1v

3t
2 b0 mod (3, v3

1),

d1(x(3k(3t+ 1))) ≡ −(−1)kva(k)
1 v

3k+1t+(3k−1)/2
2 ξ mod (3, v1+a(k)

1 ) (k > 0);
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d1(x(9t− 1)) ≡ −v10
1 v9t−4

2 b0 − v10
1 v9t−4

2 t31 ⊗ ζ mod (3, v11
1 ),

d1(x(3k(9t− 1))) ≡ −va′(k)
1 v

i′(t;k)
2 t1 ⊗ ζ mod (3, v1+a′(k)

1 ) (k > 0).

Here note that ζ denotes a power of ζ2.

Now we rewrite this in terms of our complex.

Lemma 5.11. In Σ,

x(m) ≡ v1v
m
2 ζ mod (3, v2

1),

and for k ≥ 0 and t ∈ Z, in Σ ⊗E(2)∗ Σ,

d1(x(3k(3t+ 1))) ≡ −(−1)kva(k)
1 v

3k+1t+i(k)
2 ξ mod (3, v1+a(k)

1 ) (k > 0);

d1(x(3k(9t− 1))) ≡ −v10·3k+1
1 v

3k(9t−4)+(3k−1)/2
2 ξ mod (3, v2+10·3k

1 ) (k ≥ 0)

up to homology.

P r o o f. We get the first congruence by projecting the relations of (5.10)
to Σ⊗E(2)∗Σ. For the second one, with a careful computation using Lemma
5.7, we obtain the congruence for k = 0. Consider the commutative diagram

Γ⊗E(2)∗Γ Γ ⊗E(2)∗ Γ

Σ ⊗E(2)∗ Σ Σ ⊗E(2)∗ Σ

Γ (1)⊗E(2)∗ Γ (1) Γ (1)⊗E(2)∗ Γ (1)

p1

²²

f //

p1

²²

p2

²²
p2

²²
f //

in which f(x) = x3 and

Γ = E(2)∗E(2) = E(2)∗[t1, t2, . . .]⊗BP∗ E(2)∗,

Σ = E(2)∗[t31, t2, . . .]⊗BP∗ E(2)∗ and Γ (1) = E(2)∗[t2, . . .]⊗BP∗ E(2)∗.

Suppose that p2p1(X) = va1v
b
2ξ. If p1(X3) has a term vl1v

m
2 h11 ⊗ ζ, then

replace X3 by X3−d1(y) for y such that d1(y) = vl1v
m
2 h11⊗ ζ. Its existence

follows from (5.2) and Lemma 5.7. Then p2p1(X3) = v3a
1 v3b+1

2 ξ. On the
other hand, if p1(X3) = va

′
1 v

b′
2 g for some generator g, then p2p1(X3) =

va
′

1 v
b′
2 g since p2 does not kill generators except for h11ζ2. Therefore we have

p1(X3) = v3a
1 v3b+1

2 ξ. Now by the definition of x(m) and induction, we have
the lemma.

Corollary 5.12. The elements v
(3k+1−1)/2
2 ξ and v

5·3k+(3k−1)/2
2 ξ for

k ≥ 0 are all nontrivial cocycles of H2E(2)∗/(3).

P r o o f. Since v1 acts on the cobar complex Ω∗ΣE(2)∗/(3) monomorphi-
cally, dr(v

j
1x) = 0 implies dr(x) = 0. Thus the elements are cocycles. We
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also have the projection H2E(2)∗ → H2K(2)∗ which sends them to elements
with the same names which are all nonzero.

For the next lemma, recall [9] the following:

(5.13) H∗,∗K(2)∗ = Λ(ζ2)⊗K(2)∗{1, h11, h20, ξ, ϕ, h20ξ}.
Here the bidegrees of the generators are:

|ζ2| = (1, 0), |h11| = (1, 12), |h20| = (1, 16), |ξ| = (2, 8), |ϕ| = (2, 12).

Lemma 5.14. The cocycles h11ϕ and h20ϕ are homologous to h20ξ+v2ξζ2
and −v2ζ2ϕ, respectively.

P r o o f. Since Ext3
A(K(2)∗,K(2)∗) = H3K(2)∗ is generated by h20ξ, ξζ2

and ϕζ2, we may write

h11ϕ = λ1h20ξ + λ2v2ξζ2 and h20ϕ = λ3v2ϕζ2

for some λi ∈ Z (i = 1, 2, 3). Here A = K(2)∗[t31, t2, t3, . . .]/(t
9
1, t

9
i − v3i−1

2 ti :
i > 1).

Consider the projection

A→ B = (Z/3)[t2, t3, . . .]/(t9i − ti : i > 1)

sending v2 to 1, t1 to 0 and ti to ti for i > 1. By [5, Th. 6.3.7],

ExtB(Z/3,Z/3) = Λ(h20, h21, h30, h31).

The projection sends the elements h20ϕ and ζ2ϕ, respectively, to h20(h20 −
h21)h31 = −h20h21h31 and (h20 +h21)(h20−h21)h31 = h20h21h31, which are
the generators. Therefore we deduce that λ3 = −1.

Similarly send the elements h11ϕ, λ1h20ξ and λ2v2ξζ2 to the E2-term

Λ(h11)⊗ (Z/3)[b1]⊗ Λ(h20, h21, h30, h31)

of the Cartan–Eilenberg spectral sequence computing H3K(2)∗, and we see
that λ1 = 1 and λ2 = 1.

Lemma 5.15. There exists a cochain y such that

d2(v3m
2 ξ + v1y) ≡ −v3

1v
3m−1
2 ϕ⊗ ζ2 mod (3, v4

1).

P r o o f. By Corollary 5.12, ṽ2ξ and ṽ2
2ξ = v−3

2 (ṽ5
2ξ) are cocycles of

Ω2
ΣE(2)∗/(3) and Ω2

ΣE(2)∗/(3, v1), respectively. Put

ṽ2ξ = v2ξ − v1z1 and ṽ2
2ξ = v2

2ξ − v1z2

and consider the element

w = v2
2 ṽ2ξ + v2ṽ2

2ξ ≡ −v3
2ξ mod (3, v1).
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Then

d2(w) ≡ −v1v2t
3
1 ⊗ ṽ2ξ + v2

1t
6
1 ⊗ ṽ2ξ + v1t

3
1 ⊗ ṽ2

2ξ

≡ v2
1t

3
1 ⊗ (v2z1 − z2)− v2

1t
6
1 ⊗ ṽ2ξ

≡ v2
1〈h11, h11, ṽ2ξ〉 mod (3, v4

1)

by definition of the Massey product, since d2(v2z1 − z2) ≡ t31 ⊗ ṽ2ξ. Note
that 〈h11, h11, ṽ2ξ〉 ∈ H2E(2)∗/(3).

On the other hand, we may write

d2(w) ≡ λv3
1v

2
2ϕ⊗ ζ2 mod (3, v4

1)

for some λ ∈ Z/3. Then in H3K2 for K2 = E(2)∗/(3, v2
1),

〈h11, h11, ṽ2ξ〉 = λv1v
2
2ϕζ2.

Sending this by h11, we get

〈h11, h11, h11〉ṽ2ξ = λv1v
2
2h11ϕζ2

by properties of the Massey product. Note that 〈h11, h11, h11〉 = −b1 =
−v1v

−1
2 ζ2h21 = −v1v2ζ2h20 in H2K2 by Lemma 5.8, and that h11ϕ = h20ξ+

v2ξζ2 by Lemma 5.14. We now have

−v1v
2
2ζ2h20ξ = λv1v

2
2h20ξζ2

and λ = 1. Therefore, we have an element y such that w = −v3
2ξ − v1y and

d2(v3
2ξ + v1y) ≡ −v3

1v
2
2ϕ⊗ ζ2 mod (3, v4

1).

Now send this by v3m−3
2 , and we have the desired conclusion, since d0(v3

2) ≡
0 mod (3, v4

1).

Lemma 5.16. There is a cocycle ϕ in Ω∗ΣE(2)∗ that yields ϕ in H2K(2)∗
such that

d2(v2
2ϕ) ≡ v1v

2
2ξ ⊗ ζ2 mod (3, v2

1).

P r o o f. By Lemma 5.15 with m = 1,

(5.17) d3(v2
2ϕ⊗ ζ3

2 + v1x) = 0

for a cocycle ϕ which represents the homology class ϕ ∈ H2K(2)∗ and a
cochain x, since ζ2 is homologous to ζ3

2 mod (3, v1). Consider K2 =
E(2)∗/(3, v2

1), and the short exact sequence 0→ K(2)∗
v1→ K2

pr→ K(2)∗ → 0
which yields a long one:

. . .→ H2K2
pr∗→ H2K(2)∗

δ′2→ H3K(2)∗
v1→ H3K2 → . . .

By virtue of (5.13), we may write
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(5.18) δ′2(v2
2ϕ) = λv2

2ξζ2 + µv2h20ξ,

for some λ and µ ∈ Z/3. Since ζ3
2 ∈ H1K2 and ζ2 = ζ3

2 ∈ H1K(2)∗,

δ′3(v2
2ϕζ2) = δ′2(v2

2ϕ)ζ2 = µv2h20ξζ2 ∈ H4K(2)∗

by (5.18). By (5.17), the left hand side is 0, and we have µ = 0.
The formula (5.17) also shows

d3(v3
2ϕ⊗ ζ3

2 + v1v2x) ≡ v1t
3
1 ⊗ v2

2ϕ⊗ ζ3
2 mod (3, v3

1).

Thus we compute

δ′3(v2
2ϕh20) = δ′3(−v3

2ϕζ2) = −v2
2h11ϕζ2 = −v2

2h20ξζ2

by Lemma 5.14. Notice that δ′3(v2
2ϕh20) = δ′2(v2

2ϕ)h20 = λv2
2ξζ2h20 =

−λv2
2h20ξζ2, and we have λ = 1. Now the lemma follows from the definition

of δ′2.

6. Calculation of H0M1
1 . We will computeH∗M1

1 by Lemma 4.5, which
requires the knowledge of the structure of H∗K(2)∗ = Ext∗Σ(E(2)∗,K(2)∗).
Recall again (5.13):

H∗,∗K(2)∗ = Λ(ζ2)⊗K(2)∗{1, h11, h20, ξ, ϕ, h20ξ}.
These generators are represented by cocycles given in previous sections, and
satisfy

ζ2 = v−1
2 t2 + v−3

2 t32, h11 = t31, h20 = t2,

ξ = v−10
2 t31 ⊗ t33 + . . . and ϕ = v−12

2 (t32 − v2
2t2)⊗ t33 + . . . ,

where . . . denotes elements of Σ(2)⊗K(2)∗ Σ(2) for

Σ(2) = ΛK(2)∗(t
3
1)⊗K(2)∗ K(2)∗[t2]/(t92 − v8

2t2).

Hereafter we use the notation:

k(1)∗ = (Z/3)[v1] and K(1)∗ = v−1
1 k(1)∗ = (Z/3)[v1, v

−1
1 ],

and integers

a0 = 1 and ai = 4× 3i−1 for i > 0.

Now we obtain the following

Theorem 6.1. H0M1
1 is the direct sum of K(1)∗/k(1)∗ and cyclic k(1)∗-

modules isomorphic to k(1)∗/(vai1 ) generated by xsi/v
ai
1 for i ≥ 0 and s ∈

Z− 3Z.

P r o o f. Let B denote the direct sum of K(1)∗/k(1)∗ and cyclic k(1)∗-
modules isomorphic to k(1)∗/(vai1 ) generated by xsi/v

ai
1 for i ≥ 0 and s ∈
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Z − 3Z. Since H0K(2)∗ = K(2)∗ and vai−1
1 (xsi/v

ai
1 ) = v3is

2 /v1, we have
the map f : H0K(2)∗ → B given by f(x) = x/v1. By definition of B,
v1 : B → B is well defined. Now by Lemma 4.5, it suffices to show that the
sequence

H0K(2)∗
f→ B

v1→ B
δ0→ H1K(2)∗

is exact. Consider the diagram (4.6). By easy diagram chasing, we see that

H0K(2)∗
f→ B

v1→ B is exact, and that the composition δ0v1 is trivial. Now
suppose that δ0(b) = 0 for b ∈ B. By the definition of B, b =

∑
λs,i,jgs,i,j

for λs,i,j ∈ Z/3 and gs,i,j = xsi/v
j
1. Note that

δ0(x/vj1) = [y] if d0(x) ≡ vj1y mod (3, vj+1
1 ),

where [y] denotes the homology class of y. Then (5.2) yields

(6.2) δ0(xsi/v
ai
1 ) =





svs−1
2 h11, i = 0,

sv3s−1
2 (v−1

2 h20 − ζ2), i = 1,

sv3is−3i−1

2 ζ3i−1

2 , i > 1.

Since [v1y] = 0, gs,i,j = 0 if and only if j = ai. Consequently, δ0(b) =∑
s,i λs,i,aiδ0(gs,i,ai), and λs,i,ai = 0 for any i since the elements δ0(gs,i,ai)

are linearly independent over Z/3. Therefore, b =
∑
j<ai

λs,i,jgs,i,j and
v1(b′) = b for b′ =

∑
j<ai

λs,i,jgs,i,j+1 ∈ B as desired.

7. Calculation of H1M1
1 . The results of the last section give

Lemma 7.1. The cokernel of δ0 : H0M1
1 → H1K(2)∗ is a Z/3-vector

space with the following basis:

(a) v3m+2
2 h11 for m ∈ Z,

(b) vm2 h20 for m ∈ Z,

(c) v3ks
2 ζ2 for k ≥ 0 and s ≡ 1, 4, 7, 8 mod 9 (s ∈ Z).

In fact, by (5.13), H1K(2)∗ = K(2)∗{h11, h20, ζ2}. Therefore, this follows
immediately from (6.2).

In the following, we write vm2 h11/v
j
1, vm2 h20/v

j
1 and vm2 ζ2/v

j
1 for the ho-

mology classes represented by the cocycles vm2 t
3
1/v

j
1 + . . . , vm2 t2/v

j
1 + . . . and

vm2 ζ2/v
j
1 + . . . , respectively.

Proposition 7.2. The connecting homomorphism δ1 :H1M1
1 →H2K(2)∗

acts as follows:
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(i) δ1(v3m+2
2 h11/v

3
1) ≡ v3m+1

2 h20ζ2, m ∈ Z;

(ii) δ1(h20/v
j
1) = 0, j > 0,

δ1(vm2 h20/v1) ≡ −mvm2 h11ζ2, m ∈ Z− 3Z,

δ1(v3km
2 h20/v

4·3k−1

1 ) ≡ mv3k−1(3m−1)
2 h20ζ2, k > 0, m ∈ Z− 3Z;

(iii) δ1(ζ3j
2 /vj1) = 0, j > 0,

δ1(v3m+1
2 ζ2/v1) = v3m

2 h11ζ2, m ∈ Z,
δ1(v3k(3m+1)

2 ζ2/v
6·3k−1

1 ) = ±v3k+1m+(3k−1)/2
2 ξ, k > 0, m ∈ Z,

δ1(v3k(9m+8)
2 ζ2/v

10·3k
1 ) = ±v3k(9m+5)+(3k−1)/2

2 ξ, k ≥ 0, m ∈ Z.
P r o o f. First, note that

δ1(x/vj1) = [y] if d1(x) ≡ vj1y mod (3, vj+1
1 ).

Then (i) follows from (5.2) and Lemma 5.9 as follows:

d1(v3m+2
2 h11) ≡ v3m

2 d1(v2
2h11) by (5.2)

≡ −v3
1v

3m+1
2 t2 ⊗ ζ3

2 by Lemma 5.9.

In fact, [−ζ3
2 ⊗ t91] = [t91 ⊗ ζ3

2 ] = [v1v2t2 ⊗ ζ3
2 ] = v1v2h20ζ2.

For (ii), the first formula follows from d1(h20) = 0 and the second one
from Lemma 5.7. The other follows from (5.2).

The first formula of (iii) follows from (5.4). The second one follows from
(5.2) and (5.4), and the others from Lemma 5.11.

Theorem 7.3. H1M1
1 is isomorphic to the direct sum of

K(1)∗/k(1)∗ ⊕K(1)∗/k(1)∗

generated by h20/v
j
1 and ζ3j

2 /vj1 (j > 0), and the cyclic k(1)∗-modules

(a) k(1)∗/(v3
1)〈v3m+2

2 h11〉, m ∈ Z,
(b) k(1)∗/(v

ak
1 )〈v3km

2 h20〉, k ≥ 0, m ∈ Z− 3Z,
(c) k(1)∗/(v

Ak
1 )〈v3k(3m+1)

2 ζ2〉, k ≥ 0, m ∈ Z,
(d) k(1)∗/(v

A′k
1 )〈v3k(9m+8)

2 ζ2〉, k ≥ 0, m ∈ Z,
where a0 = 1, ak = 4×3k−1, A0 = 1, Ak = 6×3k−1 (k > 0) and A′k = 10×3k

(k ≥ 0).

In the same way as the proof of Theorem 6.1, we obtain this theorem
from Lemmas 4.5 and 7.1, and Proposition 7.2.

8. Calculation of H2M1
1 . Theorem 7.3 and Proposition 7.2 show the

following:
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Lemma 8.1. The cokernel of the connecting homomorphism δ1 : H1M1
1

→ H2K(2)∗ is the Z/3-vector space generated by

(0) h20ζ2,

(i) v
3k(9m+8)
2 h20ζ2, k ≥ 0, m ∈ Z,

(ii) v
3k(3m+1)
2 h20ζ2, k > 0, m ∈ Z,

(iii) vu2 ξ, u ∈ G ∪ 3Z,
(iv) vm2 ϕ, m ∈ Z.

Here, G = {3km+ (3k − 1)/2 : k ≥ 0,m ≡ 2, 8 mod 9}.

Note that

H2K(2)∗ = K(2)∗{h11ζ2, h20ζ2, ξ, ϕ}
by (5.13), and every integer n is written uniquely as

n = 3km+ (3k − 1)/2 with k ≥ 0 and m 6≡ 1 mod 3.

Using the facts shown in the previous sections, we obtain

Proposition 8.2. The connecting homomorphism δ2 :H2M1
1→H3K(2)∗

acts as follows:

(i) de2(h20ζ2/v
j
1) = 0, j > 0,

δ2(v3k(9m+8)
2 h20ζ2/v

A′k
1 ) = ±v3k(9m+5)+(3k−1)/2

2 h20ξ, k ≥ 0, m ∈ Z,

δ2(v3k(3m+1)
2 h20ζ2/v

Ak
1 ) = ±v3k+1m+(3k−1)/2

2 h20ξ, k > 0, m ∈ Z;

(ii) δ2(v3m
2 ξ/v3

1) = v3m−1
2 ϕζ2, m ∈ Z,

δ2(v3k(9m+2)+(3k−1)/2
2 ξ/v4·3k

1 ) = −v3k+2m+(3k+1−1)/2
2 ξζ2,

k ≥ 0, m ∈ Z,

δ2(v3k(9m+8)+(3k−1)/2
2 ξ/v4·3k

1 ) = v
3k+1(3m+2)+(3k+1−1)/2
2 ξζ2,

k ≥ 0, m ∈ Z;

(iii) δ2(v3m
2 ϕ/v1) = v3m

2 (v−1
2 h20 − ζ2)ξ, m ∈ Z,

δ2(v3m+1
2 ϕ/v1) = −v3m

2 h20ξ, m ∈ Z,
δ2(v3m+2

2 ϕ/v1) = v3m+2
2 ξζ2, k > 0, m ∈ Z− 3Z.

P r o o f. Since δ2(vs2h20ζ2/v
j
1) = δ1(vs2ζ2/v

j
1)h20, we obtain (i) from Pro-

position 7.2.
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The first formula of (ii) follows from Lemma 5.15. Let ξk for k ≥ 0

denote the cocycles congruent to v
3k·5+(3k−1)/2
2 ξ mod (3, v1) appearing in

Corollary 5.12. Now compute

δ2(v3k(9m+2)+(3k−1)/2
2 ξ/v4·3k

1 ) = δ2(v3k(9m−3)
2 ξk/v

4·3k
1 )

= −v3k+2m+(3k+1−1)/2
2 ξζ2.

In the same way we obtain the third formula.
For (iii), we compute

δ2(v3m
2 ϕ/v1) = δ2(v3m−2

2 v2
2ϕ/v1) = v3m−1

2 h11ϕ+ v3m
2 ξζ2

= v3m−1
2 (h20ξ + v2ξζ2) + v3m

2 ξζ2.

The others are shown in the same way.

Now we can state the main theorem of this section:

Theorem 8.3. H2M1
1 is isomorphic to the direct sum of K(1)∗/k(1)∗

generated by h20 ⊗ ζ3j
2 /vj1 for j > 0, and the cyclic k(1)∗-modules:

(a) k(1)∗/(v2·3k
1 )〈v3k(3m+1)

2 h20ζ2〉, k > 0, m ∈ Z,
k(1)∗/(v10·3k

1 )〈v3k(9m+8)
2 h20ζ2〉, k ≥ 0, m ∈ Z,

(b) k(1)∗/(v3
1)〈v3m

2 ξ〉, m ∈ Z,
k(1)∗/(v4·3k

1 )〈v3km+(3k−1)/2
2 ξ〉, k ≥ 0, m ≡ 2, 8 mod 9,

(c) k(1)∗/(v1)〈vm2 ϕ〉, m ∈ Z.

The proof is the same as those of Theorems 6.1 and 7.3 by virtue of
Proposition 8.2.

9. Calculation of H3M1
1 . Theorem 8.3 and Proposition 8.2 imply the

following:

Lemma 9.1. The cokernel of the connecting homomorphism δ2 : H2M1
1

→ H3K(2)∗ is the Z/3-vector space generated by

(i) vu2h20ξ, u ∈ G,
(ii) vs2ϕζ2, s+ 1 ∈ Z− 3Z.

Proposition 9.2. The connecting homomorphism δ3 :H3M1
1 →H4K(2)∗

acts as follows:
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(i) δ3(v3k(9m+2)+(3k−1)/2
2 h20ξ/v

4·3k
1 ) = −v3k+2m+(3k+1−1)/2

2 h20ξζ2,
k ≥ 0, m ∈ Z,

δ3(v3k(9m+8)+(3k−1)/2
2 h20ξ/v

4·3k
1 ) = v

3k+1(3m+2)+(3k+1−1)/2
2 h20ξζ2,

k ≥ 0, m ∈ Z,
(ii) δ3(v3m

2 ϕζ2/v1) = v3m−1
2 h20ξζ2, m ∈ Z,

δ3(v3m+1
2 ϕζ2/v1) = −v3m

2 h20ξζ2, m ∈ Z.
P r o o f. Since δ3(vs2h20ξ/v

j
1) = δ2(vs2ξ/v

j
1)h20, (i) follows from Proposi-

tion 8.2. In the same way, we obtain (ii) from Proposition 8.2 by δ3(vs2ϕζ2/v1)
= δ2(vs2ϕ/v1)ζ2.

Theorem 9.3. H3M1
1 is isomorphic to the direct sum of the cyclic k(1)∗-

modules

(a) k(1)∗/(v4·3k
1 )〈v3km+(3k−1)/2

2 ξh20〉, k ≥ 0, m ≡ 2, 8 mod 9,
(b) k(1)∗/(v1)〈vm2 ϕζ2〉, m+ 1 ∈ Z− 3Z.

10. Calculation of HsM1
1 for s > 3. Theorem 9.3 and Proposition 9.2

imply

Lemma 10.1. The cokernel of the connecting homomorphism δ4 : H3M1
1

→ H4K(2)∗ is trivial.

Theorem 10.2. HsM1
1 = 0 for all s > 3.

11. Calculation of H∗E(2)/(3). We now summarize the results of the
previous sections:

H0M1
1 = K(1)∗/k(1)∗ ⊕M0 (Theorem 6.1),

H1M1
1 = K(1)∗/k(1)∗ ⊕K(1)∗/k(1)∗ ⊕M1 (Theorem 7.3),

H2M1
1 = K(1)∗/k(1)∗ ⊕M2 (Theorem 8.3),

H3M1
1 = M3 (Theorem 9.3),

HsM1
1 = Ms (s > 3) (Theorem 10.2).

Here Ms denotes the part of finite v1-torsions of HsM1
1 for each s, which is

expressed explicitly as follows:

(11.1)

M0 = K ⊕ L,
M1 = K{h20} ⊕ L{h20} ⊕ K̂{v2ζ2} ⊕M{ζ2} ⊕N{v2

2h11},
M2 = K{ϕ} ⊕ L{ξk} ⊕ K̂{ϕ} ⊕M{h20ζ2} ⊕N{ξ},
M3 = K{v−1

2 ϕζ2} ⊕ L{ξkh20},
Ms = 0 for s > 3,

where ξk = v
−(7·3k+1)/2
2 ξ, and

K̂ = (Z/3)[v3
2 , v
−3
2 ],
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K = K(2)∗ − K̂,
L =

⊕

k≥0

k(1)∗/(v4·3k
1 ){xmk+1 | m ∈ Z− 3Z},

M =
⊕

k≥0

k(1)∗/(v6·3k
1 ){x3m+1

k+1 | m ∈ Z}

⊕
⊕

k≥0

k(1)∗/(v10·3k
1 ){x9m+8

k | m ∈ Z},

N = k(1)∗/(v3
1){v3m

2 | m ∈ Z}.
From the long exact sequence (4.2), we have the following:

Theorem 11.2. The E2-term H∗E(2)∗/(3) of the Adams–Novikov spec-
tral sequence for computing π∗(L2M∧X) is the direct sum of k(1)∗-modules:

(0) H0E(2)∗/(3) = k(1)∗,
(1) H1E(2)∗/(3) = k(1)∗{h20} ⊕M0,
(2) H2E(2)∗/(3) = K(1)∗/k(1)∗ ⊕M1,
(3) H3E(2)∗/(3) = K(1)∗/k(1)∗ ⊕M2 = H2M1

1 ,
(4) H4E(2)∗/(3) = M3 = H3M1

1 ,
(5) HsE(2)∗/(3) = 0.

By the sparseness of the spectral sequence, the differential dr is zero for
r < 5. Theorem 11.2 shows that dr = 0 for r ≥ 5. Therefore, the spectral
sequence collapses to the E2-term. Furthermore, there is no extension prob-
lem, since L2M ∧ X is an M -module spectrum. Therefore we obtain the
following:

Theorem 11.3. The homotopy groups π∗(L2M ∧X) are isomorphic to
the direct sum of the k(1)∗-module

k(1)∗{1, h20} ⊕K(1)∗/k(1)∗{ζ2, h20ζ2}
and finite v1-torsions

⊕3
k=0M

k.
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