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Connectedness of the theory of non-surjective injections
by

S. Swierczkowski (Muscat)

Abstract. It is shown that the first-order theory T of a non-surjective injection (of
the universe into itself) is connected. By a criterion for connectedness, due to J. Mycielski,
one reduces this result to the following theorem: If 2, 9 are any structures and ¢ is a
definable equivalence relation on their disjoint product 2 x 9B such that (A x B)/c is a
model of T, then either 2 has the property that for some finite structure & and a definable
equivalence relation ~ on & x 2, (& x 2)/~ is a model of T, or the analogous property
holds for 8.

This paper has been triggered off by Mycielski’s remark that every well-
known first-order theory of a simple nature should be connected. By now
the list of theories for which this metamathematical conjecture has been
verified has grown quite long (see [MPS], [SS]); the present paper extends
it further. Since the connectedness of theories having finite models is easily
derived from the basic definitions, we thought it worthwhile to take some
very simple and natural theory that has no finite model and to show that it
is connected. For this we chose the theory T of a non-surjective injection of
the universe into itself. The proof that T is connected is presented below.
It turned out surprisingly long and complicated. A large part is devoted to
a detailed study of equivalence relations on disjoint products. This study
trivializes if the given equivalence relation coincides with equality, to the
effect of a considerable simplification of the whole proof. However, one may
not impose a requirement that the relation of equality in T should be inter-
preted by equality in a structure, since many interesting results of the theory
of interpretability owe their existence just to the possibility of interpreting
equality by arbitrary equivalence relations (see [MPS]).

PROBLEM. Is the “dual” theory of a non-injective surjection connected?
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out faults in an earlier version of this proof and for his suggestions which
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1. Statement of the main result

1.1. We shall assume that the reader knows the definition of inter-
pretability (local, multi-dimensional and with parameters) as proposed by
Jan Myecielski (see [M], also [MPS], [S]). We recall that in this definition
the theories are not supposed to have function symbols (so, if there are any,
they must be replaced by relation symbols representing the graphs of the
functions). Thus all structures will be assumed purely relational. If € is such
a structure and a first-order theory T interprets 1-dimensionally in Th(<),
then we shall simply say that T' interprets in €, or that € interprets T'. We
shall denote by T the theory of a non-surjective injection of the universe into
itself. Then T interprets in € iff there is a €-definable equivalence relation
¢ on the universe C' of € (interpreting the equality in T) and a €-definable
binary relation r on C' which induces the graph of a non-surjective injection
of C/e (= the set of e-equivalence classes) into itself. In other words, the
following sentences are valid in €:

Va3y(r(z,y)),
AV (—r(x, 2)),
VaVyva'vy' (r(z,y) Ar(@’,y) — (e(z,2") < e(y,9'))),
VaVyva'Vy (e(z, 2') Ae(y,y') — (r(z,y) < r(@',y))).
If these sentences are valid in €, we say that the pair (¢,r) interprets T.
Recall that a theory T is called connected if T interprets in a disjoint
union of two theories T} U T only when T interprets in T; or in Th. We

shall deduce the connectedness of T from the following criterion due to Jan
Mycielski ([MPS], p. 52).

1.2. THEOREM. A finitely axiomatizable theory T is connected iff for all
structures 2 and *B,

(T interprets in the disjoint product A x B)
= (T interprets in Th(2() or in Th(B)).

In order to apply this criterion, we prove here the following theorem for
the theory T of a non-surjective injection.

1.3. THEOREM. If T interprets in a disjoint product € = A x B then
there is a finite structure & such that T interprets in & x A or in & x B.

This will suffice to deduce that T is connected. To see this, recall that
the chapter |T'| of a first order theory T is the class of those theories which
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both interpret and are interpretable in T'. The set of all chapters forms a
lattice with respect to the partial order < given by

IT| <|Q| iff T interprets in Q.

Also, |Th(2 x B)| is equal to the lattice join |Th(2()| V |Th(8)| (see [MTS],
[S]). So now suppose that Theorem 1.3 is established, i.e., we have deduced
from the interpretability of T in 2 x 9B that T interprets in & x 2 or in
S x 9B, for some finite &. If T interprets in & x 2 then this structure must
be infinite, and since & is finite, we deduce that 2 is infinite. Therefore
|Th(S)| < |Th(2()| and it follows that

T < |Th(& x )| = [Th(&)| V |Th(2)| < [Th(A)| V [Th(2A)| = [Th(A)],

i.e., T interprets in Th(2(). In the same way we deduce from |T| <
|Th(& x B)| that |T| < |Th(2B)|. So we see that Mycielski’s criterion 1.2 is
satisfied, whence T is connected. m

The next section is general; it concerns an arbitrary definable equivalence
relation ¢ on a disjoint product. The main result (Theorem 2.3) describes &
by a finite system of finite groups acting coordinatewise and without fixed
points on disjoint rectangles.

2. Equivalence relations in disjoint products

2.1. It is clear that whenever a theory T is interpreted in a disjoint
product 2 x B (say, if one wishes to show that T is connected, using Theo-
rem 1.2), there will be a need to consider the definable equivalence relation
€ on A x B which interprets the equality in 7. Thus the general description
of such an equivalence, obtained in this section, could possibly be of use in
establishing the connectedness of theories other than T (we return to the
specific theory T in Section 3).

Let 2 and B be given structures, and let € denote the disjoint product
A x B, i.e., C = A x B is the universe of €, while the defining relations are
the cylinders over the 2-definable relations in 20 and over the 2B-definable
relations in B. Let € be a €-definable equivalence relation € on C. We shall
show that € determines naturally another equivalence relation € C € and we
shall consider the relation € induced by e on the quotient set C/g. It will
be seen in the later sections that for proving Theorem 1.3, one can replace
the interpreting pair (e,7) by (£,7), where ¥ = /2. The main properties of
¢ are listed in Theorem 2.3. To state it, we need first some definitions.

2.2. We shall say that a relation s C C™ splits if there are relations
s4 € A" and sg C B™ such that

$(x1,. . xp) o sa(ur, ..o, up) Asp(vr, ..., o)
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forall z; = (u;,v;) in C (i = 1,...,n). In this case we shall call s 4 and sp the
projections of s, and say that s is their product, writing s = s X sg. We note
that if ) # s = s4 x sp then s4 and sp are uniquely determined by s. If s4
and sp are ™U-definable and B-definable, respectively, then we shall say that
s splits €-definably. It is well known that s is €-definable iff s « \/;:1 s(P),

where each s(P) is a ¢-definably splitting relation (see [S], Lemma 1.14). Tt
follows that if ) # s = s, X sp is €-definable then s, is RA-definable and
sp is B-definable. We shall abbreviate henceforth “€-definable” to “defin-
able”.

We need some further notation. Let P be a set and let i be an equivalence
relation on P. For each x € P, the n-equivalence class of z will be denoted
by x/n, and if D C P is a union of n-equivalence classes then we shall write
D/n = {x/n:x € D}. A relation s C P" will be called n-invariant if the
validity of s(z1,...,z,) depends only on x1/7,...,2z,/n. It is clear that in
such case s induces in a natural way an n-ary relation on P/n, which we
shall denote by s/n. Evidently each t C (P/n)™ is induced in this way by a
uniquely determined n-invariant s C P™; instead of ¢ = s/n, we shall also
write t - = s.

Often we shall call the Cartesian product P of two sets a rectangle, and in
that case the two sets will be denoted by P4 and Ppg, and called the projec-
tions of P. If a rectangle P is a subset of a product X x Y then P4 C X and
Pp C Y. Suppose ¢ is a map whose domain and range are rectangles: P =
dom(g), P’ = rng(g). Then g will be said to split if there are maps g4 : P4 —
P, and gp : Pp — P such that g(u,v) = (ga(u),gp(v)) for all (u,v) € P.
We shall call g4 and gp the projections of g, and write g = g4 X gB.

Suppose that P C C = A x B is a rectangle and s is an equivalence
relation on P which splits (as a relation s C C?). Then it is easy to see that
the projections s4 and sp are equivalence relations on P4 and Pp, respec-
tively; moreover, the s-equivalence classes are the products of s 4-equivalence
classes by sp-equivalence classes. Thus P/s is also a rectangle, via the ob-
vious identification

P/s = Pa/sa x Pg/sp.

Let us show that € determines a finite partition D, of C into definable
rectangles. Given b € B, we can take the restriction of € to A x {b} and then
project the obtained relation on A. This produces an equivalence relation
e’ on A given by

e (u, ) « e((u,b), (v/,b))  for all u,u’ € A.
Similarly, for each a € A, we define the equivalence relation €* on B by
e*(v,v") < e((a,v), (a,v")) for all v,v" € B.

Since € is definable, we have ¢ « \/;:1 e®) where each £ is a definably
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splitting binary relation. Thus, for every u,u’ € A,
¢
\/ P (u,u') AR (b,1)),

which shows that £° is 2-definable, and also that we get only finitely many
distinct relations £° as b ranges over B. We shall denote by B = B, U...UB,
the partition of B such that e® = &® iff ¥ and b belong to the same B;
(j=1,...,n). Obviously, each B; is B-definable.

Similarly, we get a partition of A into 2A-definable subsets Aq,..., Ay,
such that £ = £ iff ¢’ and a belong to the same set A;. Let D, be the parti-
tion of C into the rectangles A; x B; (i =1,...,m, j =1,...,n). Thus each
D € D. is arectangle D4 x Dp, where Dy = A and Dp = B]7 for some i, j.

DEFINITION. Given any rectangle D € D,, we shall denote by g the
equlvalence relation on D deﬁned as follows Choose any (a, b) € D, denote
by 5A the restrlctlon of € to D4, by 2 the restriction of €% to DB, and

put 0 =0 x 8.

Clearly g° does not depend on the particular choice of (a,b) in D, and
P C e. Moreover, P is a definably splitting equivalence relation on D,

whence the quotient set D = D/gP is also a rectangle, namely
D =Dsx Dp, where Dy =D/} and Dg = Dp/zE.

NoOTATION. The following notation will be adhered to until the end of
the paper:

z=\{eP : D € D.} = disjoint union of the equivalence relations £° on

the rectangles D = A; x Bj,
C = C/z = quotient set modulo the equivalence z,
€ = ¢/ = equivalence relation induced by ¢ on the quotient set C,
D.={D:D € D.} = finite partition of C into rectangles induced by the
partition D, of C.

If P is a rectangle which is contained in some D € D, then we shall say
that P is a rectangle in C.

A relation t C C" will be called definable if t -2 C C™ is definable. In
particular, if n = 1, we thus obtain the definition of a definable subset of C.
If n = 2 and ¢ is the graph of a mapping ¢g (with dom(g),rng(g) C C) then
g will be called definable iff ¢ is definable.

We can now state the main theorem of this section.

2.3. THEOREM. There exists a finite set R of definable disjoint rectangles
in C, and for every R € R, a finite group Gr acting on R (as a group of
bijections R — R) such that
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(1) Every e-equivalence class intersects exactly one R € R, and their
intersection is a G r-orbit.

(2) Every bijection g: R — R (R € R, g € GRg) is definable, it splits, its
projections ga : Ra — R4 and gp : Rp — Rp are bijective and they have
no fired points, unless g is the unit of Gg.

The proof is given in Sections 2.4-2.14.

2.4. LEMMA. Let s C C? be definable. Then s « \/;:]L 59 where each
59 splits definably and for every q =1,...,r, dom(59) and rng(5?) are
rectangles contained in some D, D’ € D..

Proof. For each QT)’ € ?s consider the relation nD’D, C (C? given
by nP P (x,y) « reDNyE D'. Then nP-P" splits definably because, for
D:AiXB]‘ andD’:Akat,

nD’D/((:UA,xB), (ya,yB)) < (xa € Ai ANya € Ax) N (xp € Bj ANyp € By).

Clearly the disjunction of all nPP" is valid at each (z,y) € C2. By 2.2,
s \/;:1 s(P) where each s splits definably. Thus

s<—>\/{s(p)/\17D’D, :p=1,....t; D,D' € D.}.

Clearly s® A PP splits definably. Moreover, the domain of this relation is
a rectangle contained in D, and its range is a rectangle contained in D’. m

2.5. To state the next lemma, we need more notation. Suppose S, S’ are
two sets and 7, n’ are equivalence relations on these sets. Then a relation
s C S xS will be called (n,n')-invariant if the validity of s(u,u’) depends
only on the equivalence classes u/n and u//n’. In that case s induces in an
obvious way a relation t C S/n x S’/n’. Generalizing the notation of 2.2, we
shall write s =n-t -7 .

Given two sets A, A’ and an injective map v, we shall call v a local in-
jgection from A to A’ (or on A, if A= A") if dom(y) C A and rng(y) C A’.

We note that if v is a local injection on C whose domain and range are
rectangles in C then it is meaningful to say that ~ splits (see 2.2).

2.6. LEMMA. Suppose ) # s C C? is a definable relation which is -
tnvariant and satisfies

(#) sz, y) A s’ y) — (e(x,2") < e(y,9),

for all z,2',y,y € C. Then there is a finite set I's of local injections on C
such that

(1) For every z,y € C,
(s/e)(z,y) < (v € ) (v(z) = y).
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(2) Each v € Iy is definable, and its domain and range are rectangles in
C; moreover, v splits, and its projections v4 and vp are both injective.

Remark. The assumptions of this lemma are satisfied if s = ¢, or if s
is any relation such that (e, s) interprets the theory T (or, more generally,
the theory of an injection).

Proof of the lemma. Let s < \/2:1 s(@, where each s(@ splits de-

finably and for every ¢ = 1,...,r there are D, D’ € D. for which dom(s(®) C
D and rng(s9) C D'. Such s(9 exist, by Lemma 2.4. Since s # (), we may

assume that each s(?) is non-empty. We claim that, Without loss of general-

(Q) (9)

ity, we may also assume that for every ¢, s/’ is (4,25 ) invariant and s

is (28 ,Eg )-invariant. Indeed, should this not be the case, we can replace

sfff) and sg) by s(q) and s(q) where
59 (u,v) o ' (28 (') A s (' 0) AER (W, 0))

for all u,v € A, and s(q) is defined similarly. Further, we can replace each

5@ by 5@ = s(q) X sg). Let us check that s < \/Z:1 5@ Since s(j) — sff)

and s(q) — sg), we get s(0 — 5@ 50 it will suffice to show that 59 — s.

By the above definition of 5% and &7, gD’ ¢ g,

5 (z,y) — 'y (@, 2') A sV (@' y ) NEY ()
— 3"y (e(w,2") Ns(@' ) Ne(y'sy)),
and the last formula implies s(x,y), because s is e-invariant.

Thus, assuming henceforth the (5,25 )-invariance of s(q) and the

G ,Eg/) invariance of s(q), we see that s(9) is Z-invariant, and that s(Q)
(@)

and sp’ induce relations

§9 cDyxD,, 59CDgxDy

(satisfying S(Q) gl :(q) 20" and s @ =zb. *(Q) .28"). Let us prove that

Ef), 55‘,1) are graphs of 1nJect10ns For s(q) this means that for all u,u’ € D4
and v,v € D

s(j)(u,v) A sff)(u',v’) — ER (u, ) ??(v,v')).

v) and sff) (u',v") both hold. We
have to deduce that then 25 (u,u’) « 5A’(v, V).
Since 5(?) # (), there are %,7 € B such that sg)( 7). Put

To show that this is so, assume that s(q)(

/

u,
T = (uaﬂ)7 T = (ulvﬂ)a Yy = (U>§) y ( )
Then 59 (x,y) and s(@ (2, y), thus also s(z,y) and s(z’
tion (#) of the lemma implies e(z,z") < (y,y’).

,y"). Hence assump-



290 S. Swierczkowski

Suppose now that g5 (u, ') is true; we have to deduce 5 (v,v’). Since
28 (w,w) holds obviously, 7 (z, ') is true, and therefore e(z, z"), by gb
We conclude that £(y,y’). From y,y’ € rng(s(?) C D’ it follows that

e(y.y) = e((0.), (v,9)) © €°(v,0)) = X (1,0),
according to the definition of 4" in 2.2.

So we have deduced from sff) (u,v) A sff) (u',v") that 25 (u,u’) —
z"(v,v"). The deduction of 5 (v,v') — &8 (u, ') is entirely symmetrical.
So we have shown that 554) is the graph of an injection. The proof for S(Q)
is analogous.

Denoting by s, 39 and 3%1) the injections whose graphs are 554 and S(Q)
we define 5(9) = Aﬁ’) 3’{5). Then 39 is a local injection on C with dom(5(9)
C D and rng(3(?) C D’; moreover, 5@ splits. One checks easily that s(9) /z
is the graph of 3(?), whence 5@ is definable and, for all z,y € C,

(s9/E)(@,y) = 5D (@) = y.
It is now clear that if we put Iy = {5 : ¢ = 1,...,r} then assertion (1) of
the lemma follows from s/€ < \/Zzl(s(q)/E). "

2.7. LEMMA. If v € I. and dom(v),rmg(y) C D for some D € D, then
none of the projections ya, v has a fixed point, unless v is the identity map
on its domain.

Proof. We consider the proof of 2.6 for the case when s is €. Then
v = &9 for some q € {1 .,r}, where (@ = E(Q) X 6(q) and it may

be assumed that E(q) is #4-invariant and a(q) is 28 p-invariant (see proof of
Lemma 2.6). It follows that for all (u,v), (u/,v") € D,

eD(u,u') o ya(u/eR) =/ /2R, D (v,0') o yp(v/ER) = o' [28.

We claim that it will be enough to show that
(##) (5 (u, ) AR (u, ) — e (v,0') — EB(w,0).

Indeed, this will prove that if u/z is a fixed point for v4 then 7p is the
identity map on its domain. Therefore vp will have a fixed point, and by
reversing the argument (interchanging A with B) we deduce that also 74 is
the identity map on its domain.

(q)( u') and 5 (u, v) hold for some u, v’ €

(Q)(

To prove (##), assume that ¢

(9) .

D 4. Since e is £4-invariant, it follows that &}’ (u,u) holds. Suppose fur-

ther that sg])(v, v') holds; we have to show that then also g2 (v, v') is true.
For this we put = = (u,v) and 2’ = (u,v’), so that

eD(z,2') & e(f) (u,u) A ag) (v,0"),
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whence (@ (x,2') is true, and thus also £(z,2’). But

e(z,z") = e((u,v), (u,v")) « “(v,v") < B (v,v),

because u € D 4, v,v" € Dg. Thus 5 (v,v’) holds, and (##) is proved. =

2.8. COROLLARY. No v € I has a fized point, unless v is the identity
map on its domain.

Indeed, dom(~y) and rng(~y) are rectangles in C, hence they are contained
in some D, D" € D, so if y(z) = z for some x then D = D’ and Lemma 2.7
applies. m

By Lemma 2.6, taken with s = ¢, we obtain, for all z,y € C,

(8) €z, y) « Iy e IL)(v(@) = y).

We shall presently deduce from this connection between € and I'. a rather
special partition £ of C. We shall describe this partition quite generally, for
any set A (in particular, A = C) and a finite set I" of local injections on A
(in particular, I' = I7).

If z € Aand «a € I', we shall say that a(z) is defined if x € dom(«). Say-
ing that G(«a(z)) is defined will mean that z € dom(«), f € I' and «a(z) €
dom(/3). We extend this convention to longer composites like G(a(x(x))).

2.9. LEMMA. Let A be a set, let I' be a finite set of local injections on
A and suppose that:

(I) No v € I' has a fixed point, unless v is the identity map on its
domain.
(IT) If a(zo) is defined for some xy € A and o € I' then there is a
B €I such that B(a(xg)) = xo.
(III) If B(a(xo)) is defined for some xy € A and a,3 € I' then there
exists a v € I' such that f(a(xg)) = v(zo).
(IV) For every x € A there is an o € I' such that a(x) = x.

Then there exists a finite partition € of A such that for each E € £ and
a€el"

(i) E C dom(a) or ENdom(a) =0,

(ii) if B(a(xo)) is defined for some 5 € I' and xy € E then there is a
v € I' such that E C dom(y) and f(a(x)) = v(x) for all x € E,

(iii) if E C dom(«) then a(FE) € £.

Proof. We associate with each z € A its I'-character x(z) € I'® defined
by

X(2) = {(a, B,7) € I : Bla(z)) = y(x)}.

Clearly, there are only finitely many distinct characters x(x) for x € A.

We define an equivalence relation =, on A by z =, y < x(z) = x(y). Let
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€ be the set of (=, )-equivalence classes. Evidently € is a finite partition of
A, so it remains to verify that (i)—(iii) are true.

To prove (i), we have to show that if x(z) = x(y) and a(z) is defined
then «a(y) is defined. Suppose a(zx) is defined. Then, by (II), f(a(z)) = =
for some € I' and thus, by (III), B(a(x)) = v(z) for some v € I'. Hence
(v, B,7) € x(x), whence also (o, 3,7) € x(y). Thus a(y) is defined.

Also (ii) has a simple proof. Indeed, by (III), there is a v € I" such that
Bla(xg)) = v(xo), so that (o, 3,7) € x(zo). If z € E then x(z) = x(z0),
whence («, 3,7) € x(z) and (a(z)) = v(x).

We claim that to prove (iii), it will be enough to show that if x(z) = x(y)
and both x(x) and k(y) are defined for some k € I" then x(k(z)) = x(k(y)).
This is equivalent to saying that F C dom(k) implies k(E) C E’ for some
E’ € £. To show that, under this assumption, k(FE) = E’, consider any
xo € E. Then, by (II), there is a § € I" such that 0(k(zg)) = xo. Thus
k(zo) € dom(d) and E' C dom(9), by (i).

Moreover, by (ii), there is a v € I" such that §(k(x)) = v(x) for all x € E.
Thus v(xg) = zo, and so, by (I), v(z) = x for all z € dom(~). This means
that for all x € F, 6(k(z)) = z. By the adopted assumption, E’ C dom(d)
implies that 6(E’) C E” for some E” € £. But then it follows from d(k(x)) =
xz on E and k(E) C E’ that E” meets E, whence E” = E. Suppose now that
k(FE) is a proper subset of E’. Taking y € E'\k(FE), we have 6(y) € B = E,
say d(y) = x € E. But also §(k(z)) = z, so that §(y) = d(k(z)). Since y &
k(F), we reached a contradiction with the injectivity of 4. So k(E) = E' € €.

It still remains to show that if y(z) = x(y) and k(z), k(y) are de-
fined then x(x(z)) = x(k(y)). Obviously, by symmetry, showing x(x(z)) C
x(k(y)) will do. So, suppose that (a, 3,7) € x(k(x)). This means that
(59) Blalr(@) = 1(x()).
and the conclusion to be reached is the same equality with = replaced by
y. By (IIT), a(k(x)) = A(z) and y(k(z)) = o(x) for some A\, o € I'. Thus
(88) becomes B(A(x)) = o(z); moreover, in the last three equalities, we can
replace everywhere = by y, in view of x(z) = x(y), thus getting

a(k(y) = Ay), (k) = ely), BAW) = oly).
These three equalities imply that

Bla(k(y))) = BA(Y)) = o(y) = v(k(y)). =

2.10. COROLLARY. There exists a finite partition € of C such that every
E € & is definable and contained in some D € D., and moreover, for every
a €I, and E € £ all the assertions (i)—(iil) of Lemma 2.9 hold.

Proof. It follows from Corollary 2.8 and (§) that the assumptions (I)-
(IV) of Lemma 2.9 hold if we put A = C and I = I'.. Applying Lemma 2.9,
we get the partition € of C satisfying (i)—(iii) for every F € £ and «a € .
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By (i) and (IV) of that lemma, for each E € £ there is an « € I'; such that
E C dom(«). But dom(«) is a rectangle in C, thus E C D for some D € D..
The definability of E (i.e., of E-&P, in the notation of 2.2) is not hard to
deduce from the definition of £. m

2.11. COROLLARY. Given E € &, let Gg denote the set of the restrictions
alE of those a € I for which a(E) = E. Then Gg is a group of bijections
E — E. Moreover, every non-empty intersection of any €-equivalence class
with E is a Gg-orbit.

Proof. Let us show the existence of an inverse for each g € Gg. So let
g € Gg, ie., g =alE, where a € I'. and a(FE) = E. Choosing any z( € E,
we have a # € I. such that S(a(zg)) = zo, and thus B(a(z)) = v(x) for
some v € I; and all z € E (by (II) and (ii) of Lemma 2.9). So E C dom(~y)
and since also y(zg) = zo, we get y(z) = x on E, by (I). Consequently,
B(a(x)) = x on E, which implies §(E) = E. The inverse of g is thus G[E.
The fact that the composite of two bijections g, h € G g is also in G g follows
from (ii) of Lemma 2.9.

So Gg is a group. The asserted connection between the e-equivalence
classes and Gg-orbits follows from (§) and from the fact that if a(z) € E
for some x € F and « € I, then a(F) = E, by (i) and (iii) of Lemma 2.9. =

If a group G acts on a set S (as a group of bijections) and M is a family
of subsets of S, we shall say that M is G-invariant if gM € M for every
M e M.

2.12. LEMMA. For every E € &, there exists a finite G g-invariant par-
tition Rg of E such that each R € RE is a definable rectangle in C.

Proof. Let £ € £ be fixed. Let us show first that E is the union of a
finite family Q of definable rectangles in C. If E C D with D € D, (see
Corollary 2.10), let us denote by E4 and Ep the projections of E on Dy
and Dg, so that E C E4 x Eg. Since E -gP C C is definable, E -gP is a
finite union of definable rectangles. If P = P4 x Pp is any of these rectangles
contained in E-gP then we can assume that P is #P-invariant, for otherwise
P can be replaced by P = P4 x Pp, where for each uw € D4 and v € Dp,

u€ Py (Fu € Pa)ER(u,u), wve€ Py (e Pp)ER(w,)).

However, an °-invariant, definable rectangle P in E-gP is of the form Q-g7,

where @ is a definable rectangle contained in E. It follows that £ = [JQ
for a finite family Q of definable rectangles in C.
We now put

Qa={QaCFEs:QaxQpeQ}, Qp={QpCEp:QaxQ@pecQ}

So Q4 is a finite family of sets such that for every Q4 € Q4 the set Q4 -25
is A-definable and E4 = |JQ4. Similarly Fp = |JQp. For every g € G,
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we have g = ga X gp, where ga permutes Ey4, and gp permutes Ep (see
Lemma 2.6(2), with s = ¢). Clearly, the finite family of 2-definable sets

GaA(Qa) ={94Qa C Ea:g€ G, QacQa}

is G g-invariant. So, if R 4 is the set of atoms of the (finite) Boolean algebra
of subsets of E4 generated by G4(Q4) then R4 is a Gg-invariant partition
of E 4 such that for every R4 € R 4 the set R4 Eg is /-definable. We define
similarly the Gg-invariant partition Rp of EFg. The required partition Rg
of F into finitely many definable rectangles in C is now given by

REZ{RAXRBiRAGRA, RBERBandRAxRBgE}.

Clearly the Gg-invariance of R4 and Rp implies that Rg is also Gg-
invariant. m

2.13. COROLLARY. Given E € £ and R € R, the restrictions g[R of
those g € Gg for which gR = R form a group Gg of bijections R — R.

2.14. Proof of Theorem 2.3. Let £ denote a subfamily of £ such
that every e-equivalence class meets exactly one £ € £. To show the exis-
tence of £, we consider the binary relation = on £ defined by

Ei=FEy — El(a S FE)(Oé(El) = Eg)

We claim that = is an equivalence relation. To prove this, we shall use
repeatedly the properties (I)—(iii) listed in Lemma 2.9 (for A = C, I' =
I'.), without mentioning them explicitly. The required verifications may be
indicated thus:

Reflexivity: Suppose E € £. Taking any xg € E, we find an a € I, such
that a(z¢) = xo. Thus (E) = E (by (1), (ii)).

Symmetry: Suppose a(E1) = E. Taking any z¢ € F1, we find a 5 € I
such that B(a(zg)) = z¢, whence Ey C dom(f3) and B(a(x)) = x on E; and
thus /B(EQ) = El.

Transitivity: Suppose that a(E71) = FE5 and §(Es) = E3 for Ey, Eq, E3 €
€ and o, € I'.. Let xg € Ey; thus S(a(xg)) is defined, whence there is a
v € I such that f(a(z)) = vy(z) on E; and thus v(E;) = Es.

Let £ C £ be a set of representatives of the (=)-equivalence classes in
E. Then for every x € C there is exactly one E € £ such that y(z) € E for
some v € I.. So, in view of (§), every e-equivalence class intersects exactly
one E € £.

Next, for every E € £, let R denote a subfamily of R (see Lemma 2.12)
such that each G g-orbit intersects exactly one R € Rg. Such a subfamily
is obtained by considering on Rg the equivalence relation

Rl = R2 — El(g c GE)(gR1 = Rg),
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and taking for R a set of representatives of the (=)-equivalence classes.
Then for each = € F, there is exactly one R € Rg such that gz € R for
some g € Gg. =

We now define R = |J{Rpg : E € £}. It remains to check (1) and (2) of
Theorem 2.3. Clearly, (1) is a consequence of the following two facts:

(a) every é-equivalence class intersects exactly one E C &£ and their
intersection is a Gg-orbit (Corollary 2.11),

(b) every G g-orbit intersects exactly one R € R, and their intersection
is a Gg-orbit (Lemma 2.12 and Corollary 2.13).

To check (2), consider any R € R and D € D, such that R C D. Suppose
g € Gp, i.e., g is the restriction to R of some definable and splitting local
injection v € I'. on C such that v(R) = R. So g is definable and it splits; in
fact, g = g4 X gp, where g4 and gp are the restrictions of v4 to R4 and of vp
to Rp. Thus g4 and gp are bijective. Since dom(y),rng(vy) € D, Lemma 2.7
can be applied and we conclude that none of the projections v, vg has a
fixed point, unless « is the identity map on its domain. Suppose ¢ is not the
identity map on R. Then ~ is not the identity map on its domain, and hence
Y4, vB have no fixed points. It follows that g4 and gp have no fixed points. m

3. Partitions for the graph of an injection

3.1. Suppose (g, ) is a pair interpreting T (see 1.1). Let us denote by R C
C the disjoint union | J R, where R is the family of rectangles in Theorem 2.3.
Let further 7 denote the binary relation /€ on C (see 2.2). In this section
we shall introduce two partitions IT and (2 of R which are induced by 7.

Since r satisfies the assumption of Lemma 2.6 (with s replaced by r),
there corresponds to this relation the finite set I of local injections on C,
given by that lemma. Let I* be the set of restrictions of all v € I'. to the
rectangles of R. More precisely, consider for every R, R’ € R and v € I
the set {x € R: v(z) € R}, and if this set is non-empty, take it to be the
domain of the local injection ¢ from R to R', given by op(x) = ~(x). I}
is defined to be the (finite) set of all local injections on R, obtained in this
way. It is clear that each ¢ € I'*? is definable and that ¢ splits. Moreover,
by Lemma 2.6, we have, for every =,y € R,

(0) (z,y) < 3y € IF)(w(z) = y).
Remark. Applying Theorem 2.3, we conclude from (o) that R is covered
by the domains of all ¢ € I'~.

We shall denote by G the disjoint union (J{Gr : R € R} and call ev-
ery Ggr-orbit in R € R a G-orbit. By Theorem 2.3, the G-orbits are the
intersections of the é-equivalence classes with R.
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A partition IT of R will be called G-invariant if IT = |J{IIg : R € R},
where each I is a Gg-invariant partition of R. For any set S C R (R € R),
G g will denote the stabilizer of S, i.e., the subgroup of G g composed of those
g : R — R for which ¢S = S. The number of elements of Gg will be denoted
by |Gsl.

3.2. THEOREM. There exist finite G-invariant partitions II and 2 of R
into definable sets such that, for every o € I'*:

(1) dom(y) is partitioned by sets belonging to II,

(2) rng(p) is partitioned by sets belonging to 2,

(3) if U € dom(yp) and U € II then p(U) € 2 and |Gy| = |Gywl;
moreover, there is a V, € {2 such that gV, is disjoint from each o(U), for
allg € G and U € II, ¢ € T'X.

3.3. To begin the proof, let us establish two properties () and (*x*) of
G and I'® which will underlie the construction of IT and {2.
The e-invariance of r implies that 7 is e-invariant, that is,

gz, 2 Y Ne(y,y) — (Fla,y) < 7(2',y)),

for all z,2’,y,y’ € C. Hence, by (o) and Theorem 2.3, we have, for all
x, 'y, y €R:

(¥) If z and 2’/ are on the same G-orbit and y and 3’ are on the same
G-orbit then there is a ¢ € I satisfying p(x) = y iff there is a
¢’ € IR satisfying ¢'(2') = /.

Next, let us observe that 7/ is the graph of an injection of C/¢ into it-
self. (This can be seen by identifying in the obvious way C/e = (C/g)/(¢/2)
with C'/e and r/e = (r/2)/(¢/€) with r/e.) Thus

m(x,y) AT y') — (E(z,2") < &(y,y))

for all z,2'y,y’ € C. Hence, by (o) and Theorem 2.3, we have, for all
x, 2 y,y € R:

(xx) If p(z) = y and ¢'(z) = 3/ for some p, ¢’ € I'F then x and 2’ are
on the same G-orbit iff y and 3" are on the same G-orbit.

3.4. The definitions of II and 2 are now as follows. Let us call a quad-
ruple (¢, ¢, 9,9"), where p, ¢’ € I'*, g,g' € G, a diagram. We shall say that
this diagram commutes on x € R if ¢'¢p(x) = ¢/(gz). Given x € R, let rt(x)
denote the (finite) set of all diagrams which commute on x. Let us say that
x,y € R are right equivalent iff rt(z) = rt(y). We define II to be the set of
equivalence classes for this relation of right equivalence on R. Evidently I7
is a finite partition of R and each U € II is definable.

To establish assertion (1) of the theorem, consider any = € U Ndom(y),
where U € IT and ¢ € I'®. If R, R’ € R are the sets containing dom(¢)
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and rng(p), respectively, then (¢, p,1r, 1g/) € rt(x), where 1 and 1/ are
the identities of the groups Gr and Gr/. Then (¢, ¢, 1r,1r/) € rt(y) for all
y € U, whence U C dom(y). This proves assertion (1).

To define 2, let us denote for all z € R by lt(x) the set of all diagrams
(p,¢',9,9") such that x € rng(¢) and the diagram commutes on p~!(x)
(ie, (0,¢',9.9") € 1t(p~ ! (2))).

We put Vo = {z € R : It(z) = 0}. Let us show that V; # 0 and
that * € Vp iff  does not belong to any rng(yp), where ¢ € I*. In-
deed, if z € rng(p), where ¢ € I', then for the sets R, R’ € R such that
dom(y) C R and rng(p) C R’, one has (p, p,1r,15/) € 1t(z), so lt(x) # 0.
Conversely, if 1t(x) # () then clearly = € rng(p) for some ¢ € I'*. Now, to
prove that V # (), note that 7/ is the graph of a non-surjective map of
C/¢ into itself. Thus rng(7) # C, and so it follows from Theorem 2.3 and
(o) that there is an z, € R which does not belong to any rng(y), where
p € % ie., x, € Vg, whence Vy # 0.

Let us now call two elements z,y € R left equivalent if

(It(z) =1t(y) #0) VI(R € R)(z,y € RAIt(x) = 1t(y) = 0).

We denote by (2 the set of equivalence classes for this relation of left equiv-
alence on R. Then each non-empty intersection Vo N R (R € R) belongs to
2, and since Vy # 0, at least one such set, say V. = Vo N R, is non-empty.
From the fact that V, Nrng(p) = () for all ¢ € I'® and from (*) (taken for
x = 2') it follows that gVi Nrng(p) = 0 for all g € G and ¢ € IF. This
establishes the last assertion of the theorem.

We next claim that if V € 2, ¢ € I'® and V Nrng(p) # 0 then
V' C rng(y). Indeed, if p(z) € V, where z € R and ¢(z) € R’ with
R,R € R, then (¢,¢,1g,1r) € lt(x) = lt(y) for all y € V, whence
y € rng(¢p) for all y € V. Thus assertion (2) is proved.

To prove the G-invariance of the partitions IT, {2 and property (3), we
need Lemma 3.5 below. Let us call two diagrams of the form (¢, ¢’, g1, g2),
(¢, ¢", 9, 9") stacked. Such diagrams may be imagined as placed one above
the other. Accordingly, we shall refer to (¢, ¢’, g1, 92) as the upper and to
(¢, ¢",9',9") as the lower diagram. The diagram (¢, ¢, ¢'g1, 9" g2) will be
called outer (see the diagram below).
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3.5. LEMMA. Consider the two stacked diagrams above and let w, z,w’, 2’
€ R. Then:

(a) If rt(w) = rt(z), the upper diagram belongs to rt(w) and the lower
diagram belongs to rt(gyw), then the lower diagram belongs to rt(g1z).

(b) If It(w") = 1t(2'), the upper diagram belongs to 1t(w') and the lower
diagram belongs to 1t(gaw’), then the lower diagram belongs to 1t(g22').

Proof. (a) Under the stated assumptions, the outer diagram belongs
to rt(w), hence to rt(z). But also the upper diagram belongs to rt(z), and
therefore the lower diagram belongs to rt(g;2).

(b) Put w = o 1 (w'), z = p~1(z') and use (a). m

3.6. LEMMA. IT is G-invariant.

Proof. Before speaking about the G-invariance of II, we must check
that every R € R is partitioned by sets belonging to II. Now, this is indeed
the case, because each R € R is a union of the domains of various ¢ € I,
and we have already established (1). Thus it will be enough to show that
for any z,y € R € R and ¢; € Gg,

rt(x) =rt(y) — rt(g1z) = rt(g1y)

(then the reverse implication follows by applying g; ). So let rt(z) = rt(y).
By symmetry, it will suffice to check that rt(g1z) C rt(g1y). Assume there-
fore that (¢, ", ¢',g") € 1t(g12). Let ¢ € I} be such that z € dom(y) (see
remark after (o)). Since g1z € dom(yp’), it follows from (xx) that ¢(x) and
¢'(g1z) are on the same G-orbit, i.e., (¢, ¢’, g1, g2) € rt(x) for some g5 € G.
We obtained two stacked diagrams, the upper one being (¢, ¢, g1,92) €
rt(z), and the lower one (¢’,¢” ¢, ¢"”) € rt(g1z). By Lemma 3.5(a), the
lower diagram belongs to rt(g1y). m

3.7. LEMMA. (2 is G-invariant.

Proof. To show that each R € R is partitioned by sets belonging to {2,
it will suffice to check that each V € 2 is contained in some R € R. This is
indeed the case when V Nrng(yp) # 0 for some p € I'*. Then V C rng(p)
by assertion (2) and thus V' C R for the set R € R containing rng(y). If
V Nnrg(p) = 0 for all o € I'* then V = VN R for some R € R, by the
definition of {2 (i.e., of left equivalence).

To prove the G-invariance of (2, it will suffice to show that for any
z,y € Re€ R and g2 € Gp,

It(z) =lt(y) — lt(gox) C lt(g2y).

The proof is again an application of Lemma 3.5. Suppose that 1t(z) = 1t(y)
and (¢, ¢".4¢',9") € lt(gax). Then ¢'(2') = gox for some 2’ € R’ € R.
Since z and gz are on the same G-orbit, an application of (%) yields a map
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¢ € I'? such that p(2') = z. This implies (p,¢’, 1z, g2) € It(z). We again
obtained two stacked diagrams

(Qpa 90,3 1R’7g2) € lt(ZL‘), (90,7 SOH, 9/79/,) € lt(QZx)'
By Lemma 3.5(b), the second diagram belongs to lt(g2y). =
3.8. LEMMA. IfU € II and U C dom(y), where ¢ € I'%, then o(U) € (2.

Proof. Since (1) and (2) are already established, the lemma will follow
if we show that for z,y € R and ¢ € ['~,

ri(z) = rt(y) < () = 1t(e(y))
whenever x,y € dom(yp). Suppose that rt(z) = rt(y). By symmetry, we only
need to show that 1t(p(z)) C lt(¢(y)). Thus, assume that (¢, ¢",¢’,9") €
It(¢(x)), where x € R and ¢(z) € R’ for some R, R" € R. Then ¢p(z) €
rng(¢’), whence by (xx), there exists a g1 € G such that ¢(z) = ¢'(g12)
and thus (¢, ¢",¢',¢") € rt(g1z), while also (¢, ¢’, g1,1r/) € rt(x). Tak-
ing the latter diagram to be the upper one and (¢, ¢"”,¢’,9") € rt(g1x)
for the lower one, we conclude from 3.5(a) that (¢’,¢”,¢’,9") € rt(g19).
But ¢'(g1y) = ¢(y), because (¢,¢’,91,1r) € rt(y), which follows from

rt(z) = rt(y) . Thus, finally, (¢',¢", ', 9") € t((y)).
Now assume that 1t(o(z)) = lt(¢(y)). Again, we only need to show that

(¥ ¢".g",9") ert(x) — (' ¢",9",9") €rt(y).
Assuming (@', 9", ¢',¢") € rt(x), we get the required conclusion from Lem-
ma 3.5(b). The upper diagram is of the form (¢, ¢’, 1r, g2) € lt(¢(x)), and it
exists by (xx), since ¢(z) and ¢’(z) must be on the same G-orbit. Therefore
¢ (x) = gop(x), and this implies (¢’,¢",¢’,9") € lt(gap(x)). From 3.5(b)
we conclude that (¢, ¢"”,d’,¢") € lt(g2¢(y)). Since also (p,¢’,1r,g2) €
16(¢(y)), we have g20(y) = ¢'(y), and therefore (¢', ", g', g") € rt(y). m

3.9. LEMMA. IfU € I,V € 2, o € I} and p(U) =V then |Gy| =
|Gy |.

Proof. For any z, 2’ € U we see, by (*x*), that z and 2’ are on the same
G-orbit iff ¢(z) and ¢(z') are on the same G-orbit. So ¢ maps the intersec-
tion of a G-orbit with U, i.e., a Gy-orbit, onto the intersection of a G-orbit
with V, i.e., onto a Gy -orbit. Since the G-actions are without fixed points,
these orbits have, respectively, |G| and |Gy| elements. So |Gy| = |Gy|,
because ¢ is bijective. m

This completes the proof of Theorem 3.2.

4. A linear system without positive integral solutions

4.1. We shall presently describe three systems X4, X', X' of linear equa-
tions which are associated with the partitions II and {2 of Theorem 3.2.
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Since every U € II is contained in some R € R, and similarly for V € {2,
we show, as in the first part of the proof of Lemma 2.12, that U and V are
finite unions of definable rectangles. Thus it follows that the sets U € II
and V € (2 are partitioned by finitely many rectangles. Let us fix, for ev-
ery U € Il and V € (2, some finite partitions of U and V into definable
rectangles. We shall call the rectangles belonging to these chosen parti-
tions U-selected and V-selected, respectively. Further, let us choose for each
U € Il amap ¢ € ['* such that U C dom(yp), calling such map U-selected.
By Theorem 3.2, ¢(U) = V for some V € (2, and since ¢ splits, the image
by ¢ of any U-selected rectangle @@ C U is a rectangle p(Q) C V.

For any R € R, consider the smallest Boolean algebra B of subsets of
R4 which is invariant under all bijections g : R4 — R4 (g € Ggr) and has
among its elements the projections on R4 of all:

(a) U-selected rectangles, where U € IT and U C R,
(b) V-selected rectangles, where V € {2 and V C R,

(c) the rectangles ¢(Q), where @ is a U-selected rectangle, U € II,
¢ € I'R is the U-selected map and ¢(Q) C R.

Let us denote by =% the set of atoms of the (finite) Boolean algebra
BE. Clearly, =% is a Gr-invariant partition of R4 into 2A-definable sets. Let
Z4 be the union of all =¥ (R € R). We shall call the elements of =4 the
horizontal atoms.

The set =g of vertical atoms is defined analogously. It is clear that the
projections (on R4 or Rp) of selected rectangles and of the images of se-
lected rectangles under selected maps are disjoint unions of atoms.

Given R € R, let us call any product X x Y, where X € =% and
YeZz g, an R-atom, and let us denote by =% the set of all R-atoms. Let
further = = [J{Z® : R € R}, i.e., = is the set of all R-atoms. Clearly, = is
a G-invariant partition of R into definable rectangles which is a refinement
of both IT and 2. Moreover, all U-selected rectangles, their images under
U-selected maps and all V-selected rectangles, where U € II and V € {2,
are partitioned by R-atoms.

4.2. We now associate with the partition = of R into atoms three systems
X, XA, Xp of linear equations. To introduce X, we label the atoms Z € =
by variables, so that vz is the variable labelling Z. The equations of X, in
the variables vz, are such that:

(i) For each U € II and every U-selected rectangle @@ C U there is in X
an equation whose left hand side is the sum of the variables vz labelling the
R-atoms Z C @, and on the right is the sum of all variables labelling the
R-atoms contained in ¢(Q), where ¢ € I'* is the U-selected map.
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(ii) For each Z € = and every g € Gg there is in X the equation
Vz = Vgz.

We define Y4 similarly: The horizontal atoms are labelled by variables
(i.e., X4 has |Z4| variables) and the equations are:

(j) For every U € II and each U-selected rectangle Q@ = Q4 X Qp con-
tained in U there is in X' 4 an equation whose left hand side is the sum of the
variables vx labelling the horizontal atoms X C )4, and the right side is
the sum of all variables labelling the horizontal atoms contained in ¢ 4(Q4),
where ¢ € I'F is the U-selected map.

(jj) For each horizontal atom X € Z% and every g € G there is in X4
the equation vy = vyx.

The definition of X' is analogous.

Given a system of linear equations, let us call a solution of the system pos-
itive integral if this solution is obtained by assigning to every variable a suit-
able positive integer. Let us observe that if each of the systems X4, 2’5 has a
positive integral solution then the same is true for . Indeed, if we have such
solutions for X' 4 and X'g, we can assign to every vz, where Z = X XY € =,
the product of the (positive integral) values assigned by these solutions to vx
and vy ; it is not hard to see that this gives a positive integral solution for X.

Our next purpose is to show that X has no positive integral solution.
Consequently, one of the systems 34, YX'p cannot have a positive integral
solution, and this fact will be used to show that T interprets in a disjoint
product & x A or & x B, for some finite structure &.

4.3. THEOREM. The system X has no positive integral solution.

Proof. Suppose there is a positive integral solution for 2. Since the sys-
tem X' is homogeneous, we may assume that all the positive integral values
which constitute the solution are divisible by all orders of the stabilizers Gz
of the atoms Z € Z=. Let us now assign to every atom Z € = a finite set
Z such that the number of elements |Z| of that set is equal to the positive
value assigned in the solution of X' to the variable vz. Further, let this as-
signment be such that disjoint sets are assigned to different atoms. We now
replace every atom Z € = by the corresponding finite set Z. In detail, we
put = = {Z : Z € £}, and more generally, if S C R is any set which is a
union of atoms, or F is a family of subsets of R, where each F' € F is a
union of atoms, then we abbreviate:

S=\[{Zz:zcsrnze5}, F={F:FeF}
So, replacing each atom Z by Z, we get:

R = disjoint union of all Z € =,
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R = disjoint union of all Z € = such that Z C R (R € R),
R = partition of R by the subsets R, where R € R,
U = disjoint union of all Z € Z such that Z C U (U € II),
IT = partition of R by the subsets U, where U € II,
V = disjoint union of all Z € = such that Z C V (V € ),
2 = partition of R by the subsets V, where V € 2.

A consequence of these definitions is that for each U € IT and V = ¢(U),
where ¢ € ' is the U-selected map, one gets |U| = |V|. Indeed, this follows
from the equations of X, strictly speaking, from the equations of type 4.2(i)
determined by U and ¢.

The G-action on =, resulting from the G-invariance of =, determines via
the obvious bijection = — Z a G-action on Z (thus given by ¢Z = gZ).
Our first purpose is to extend this G-action on = to a G-action on R so that
for every R € R, G acts without fixed points on R. The given G-action
on = consists of Gr-actions on the various families of sets 5% and every
G-orbit in = is a G g-orbit for some R € R. Let us select one representative
for every G g-orbit in Z% and denote by S the set of these representatives.
So each Gg-orbit in =% is of the form

(©) {Zo0,9120,...,9mZo} for some Z, € EOR and g1,...,9m € Gg.

Since Gz, is the stabilizer of Zy, it is clear that {Gz,,91Gz,,- -, 9mGz,}
is the set of right Gz, -cosets in G'r. Obviously we can imagine Z, to be
a disjoint union of copies of Gz, (which is possible because |Zg| is divisi-
ble by the orders of all stabilizers of atoms). Next, observing that the sets
20,9120, . ..,gmZo have the same number of elements, in view of the equa-
tions in X of type 4.2(ii), we can think of any g;Zo as obtained from Z, by
replacing each copy of Gz, contained in Z by the coset g;G z,. In this way
we can regard

(@3) ZOUglzou...UngO

as a disjoint union of copies of Gr. Letting G act on each of its copies by
left multiplication, we get a Gr-action on the above union which induces
the originally given G-action on the G-orbit (®) in Z.

If, for every Gr-orbit (), we apply the above definition to the cor-
responding set (eo), we get a Gr-action on R. Repeating the same for
all R € R, we get a G-action on R. Calling the various Gp-orbits in R
G-orbits and denoting by R/G the set of these G-orbits, we shall now show
that there is a non-surjective injection @ : R/G — R/G. Since R is finite,
this will provide the required contradiction.

Under the G-action on R just defined, for every U € II, each image gU
with ¢ € G is determined by the images gZ = gZ of all Z C U, Z € =
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Since a similar property holds for all V' € {2, it follows that
(@) gU=gU and gV =gV foralUcIl, Ve, geG,

i.e., IT and 2 are G-invariant partitions of R. Thus we now have three
G-actions: on R, on IT and on {2. The three corresponding sets of G-orbits
will be denoted by R/G, IT/G and £2/G. We conclude from (@) that the sta-
bilizer of U € IT (with respect to the G-action on IT) is Gy, and similarly,
that Gy is the stabilizer of V € 2. Let V = (U), where ¢ € I'® is the
U-selected map. Then, as we have shown above, |Gy| = |Gy| and |U| = |V].
Thus the number of Gy-orbits in U is the same as the number of Gy -orbits
in V. So, if U/Gy and V /Gy denote the sets of these orbits then we have
a bijection &y : U/Gy — V /Gy

To define the required @ : R/G — R/G, let us select one representative
Uy € II from every G-orbit GU € IT /G, and let ITy C IT denote the set
of these representatives. Then every orbit Gz € R/G (x € R) intersects
exactly one Uy € I, and that intersection is a Gy,-orbit in Uy. Similarly,
the non-empty intersections of orbits Gx € R/G with any V € 2 are the
Gy-orbits in V. For any Gz € R/G we now define &(Gz) € R/G as follows.
First, we assign to Gx the unique non-empty intersection G N Uy, where
Uy € IIy. (This is a Gy,-orbit in Uj.) Next, we consider the Up-selected map
0o € I'® and put Vo = ¢o(Up). Then, taking the image of the Gy,-orbit
GxNU by the map @y, introduced above, we get the Gy, -orbit &y, (GxNU)
in V. Finally, we define #(Gz) to be the orbit Gz’ € R/G which intersects
Vo along @y, (Gz N Uy).

We claim that & is injective. This is clearly so on the subset of those
orbits Gz € R/G which meet one fixed Uy € ITy. On the other hand, if
UO,U6 € I, are distinct then no orbit Gz € @/G meets both Uy and
U}, and hence no G-orbit in R meets both Uy, U} € IT (see (®)). Thus, if
©,¢' € I'? are the Up-selected and U}-selected maps, then by 3.3(**), no
G-orbit in R meets both Vy = ¢(Uy) and V{§ = ¢'(Uf)). But then no orbit
Gx € R/G meets both V and V), by (). This proves the injectivity of ®.

By the last part of Theorem 3.2, every G-orbit in R which meets V, € 2
is disjoint from all p(U) (U € II, ¢ € IF). Hence, by (@), every orbit
Gx € R/G which meets V, is disjoint from all q(Up), where Ug € ITg and
o € I'F are as above, and thus no such orbit Gz is in the image of @. =

In the next section (referring to the theorem proved in the Appendix)
we give the last part of the proof of Theorem 1.3.

5. Conclusion of the proof

5.1. As we observed in 4.2, Theorem 4.3 implies that one of the sys-
tems X4, X'p, say X4, has no positive integral solution. By the result given
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in the Appendix, there exists a system of equations (eq,...,€e,,) which is
reflection equivalent to a subsystem of Y4 and right unbalanced. We put
m ={1,...,m} and for any ¢ € m denote by 1(7) the disjoint union of hor-
izontal atoms X such that vy occurs on the left side of e;, and by r(i) the
disjoint union of horizontal atoms X such that vx occurs on the right side
of e;.

By the definition of X4 in 4.2, for any i € m there is a ¢ € I'* such
that either 1(4) € dom(yp4) and r(i) C rng(pa), or 1(i) C rng(pa) and
r(i) C dom(pa). So, in any case there exist R, R' € R such that 1(i) C Rx
and r(7) C R/,, whence

1(i) C Dy = D4 /g% for some D € D.,

and similarly (i) C D', /g% for some D’ € D, (see 2.2 and 2.3). Hence, if \;
denotes the equivalence relation on A which coincides with EQ on D4y C A
and with equality outside D4 then 1(i) C A/);. Similarly, we have r(i) C
A/ p; for the equivalence relation p; on A which coincides with gf{' on E’A -
A and with equality outside D’,. Clearly, both \; and g; are 2-definable. We
shall denote by ~; the bijection 1(7) — r(i) which arises by restricting ¢ 4 or
¢, as the case may be, to (7). Then 7; is A-definable in the sense of 2.5 (i.e.,
its graph 7; C A/\; x A/0; determines an 2A-definable subset \;-7¥, - 0; of A?).

A finite structure & and an equivalence relation ~ on & x 2 are now de-
fined as follows. The universe S of G is the union of two disjoint sets S| and
Sy such that |S{| = |S¢| = m, and the only defining relation of & is =. We
now assign to every ¢ € m an element [; € Sy and an element t; € S; so that
the resulting maps from 7 to Sy and Sy are bijective. The equivalence rela-
tion ~ on S x A is defined by requiring that for every s,s’ € S and a,d’ € A,

(s,a) ~ (s',a’) < (s = s’ =1; and \;(a,a’) for some i € m)

V (s =5 =1t; and g;(a,a’) for some i € m).
Clearly ~ is (& x 2)-definable.

5.2. We shall now describe two subsets K|, K of (S x A)/~, a bijection
v : Ky — K, and a non-surjective injection ¢ : K; — K, all of them
definable in (& x 2)/~. This will end the proof of Theorem 1.3, since then
the map of (S x A)/=~ into itself which is equal to ¥y~! on K, and is the
equality outside Ky, is a non-surjective injection.

For every i € m let us make the following abbreviations: if Z C A/\;,
we shall denote the subset {l;} x Z of (S x A)/~ by (l;, Z). Similarly, for
Z' C Afo; we put (v;, Z') = {v;} x Z'.

The sets K[, K¢ C (S x A)/~ are the disjoint unions

Ky = J{(1,1(0) i em},  Ke=|J{(vi,x(i)) : i € m}.
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Evidently K and K are definable in (& x 2)/~. Each bijection ~; yields a
bijection ([;,1(z)) — (t;,r(7)) given by

(L, a/Ai) = (v, 7i(a/As)).
The union of these bijections over all 4 € T is a bijection ~ : K; — K, which
is clearly definable in (& x 2)/~.

For ¢ € m and any horizontal atom X such that vx occurs on the left
side of e;, one has X C A/\; and thus (I;, X) C K. Let us call every such
set (I;, X) a left atom, or more precisely, an X-based left atom. It is clear
that the left atoms form a partition of K. Similarly, K, is partitioned by
the sets (v;, X), where ¢ € m and X is such that vx occurs on the right side
of e;. We shall call every such (v;, X) an X-based right atom.

Using left and right atoms, we now define a non-surjective injection
¥ : Ky — K. Since (e, ..., e,) is right unbalanced, it follows that for every
X € =4 the number of X-based left atoms does not exceed the number of
X-based right atoms. Also, there is at least one Xy € =4 such that the num-
ber of X(-based left atoms is strictly less than the number of Xy-based right
atoms. So there is a non-surjective injection ¥ from the set of left atoms to
the set of right atoms which assigns, for any X € =4, to every X-based left
atom an X-based right atom. To any X-based atoms ([;, X), (tj, X) such
that ¥((l;, X)) = (r;, X) let us assign the bijection (I;, X) — (t;, X) given
by the identity map on X. The union of these bijections, taken for all ¢ € m,
is an injection ¥ : K; — K. This map is not surjective, since ¥ is not
surjective. It is clear that 1 is definable in (& x 2)/~. m

Appendix: linear systems with no positive solution. A system
Y = (e1,...,ey) of linear equations

n n
€; : E QiU = E bz‘j’l)j, izl,...,m,
j=1 j=1

in the variables vy, ..., v, will be called primitive if a;;,b;; € {0,1} for all
i, 7. Thus each of the sides of any equation e; is a sum of some variables
selected from among vy, ..., v,. By a positive solution of 3’ we shall mean a
solution in which all the variables take positive values. We shall be mainly
concerned with solutions composed of positive integers, calling them positive
integral solutions. Our purpose is to characterize those primitive systems
which have no positive integral solution. To state the result, let us denote
by €; the reflection of an equation e;, i.e., for e; as above,

n n
Ei : E bijvj = E Q;jUj.
J=1 J=1

Further, let us call X right unbalanced if every variable v; occurs at least as
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many times on the right sides of the equations of X as on the left sides, and
there is a variable, say v;,, which occurs more times on the right sides than
on the left sides:

m m m m
Zaijo<zbijo and Zaijgzbij forj=1,...,n.
=1 =1 =1 =1

(A system which is not right unbalanced might become such after some
equations of the system are repeated; thus, to allow for repetitions, we do
not consider sets, but rather systems of equations.) By interchanging in the
above definition the words “right” and “left” we get the definition of a left
unbalanced system. If a system is right or left unbalanced, we shall simply
call it unbalanced.

Let us call two primitive systems reflection equivalent if for each equa-
tion e of one system, either e or its reflection € is in the other system. It is
evident that a system is reflection equivalent to a left unbalanced system iff
it is reflection equivalent to a right unbalanced one.

THEOREM. A primitive system X has no positive integral solution iff X
contains a subsystem which is reflection equivalent to an unbalanced sys-
tem X,.

The sufficiency of the condition requires no proof. The proof of neces-
sity, which follows now, has been suggested by Alan Stern. (Our original
proof was not self-contained: it used a separation theorem for convex sets in
Euclidean space.) Since no part of this proof is directly linked to any other
part of the paper, we shall not be concerned henceforth about keeping the
notation in agreement with the previous sections.

Let Q™ be the n-dimensional vector space over the field Q of rational
numbers. The main step in the proof is a lemma concerning a pair of or-
thogonal complementary subspaces V,W C Q", i.e., such that V1W and
V + W = Q". To state it, let us call a vector x € Q™ non-negative (resp.
positive) if all components of z are non-negative (resp. positive). These prop-
erties will be abbreviated as z > 0 and = > 0.

LEMMA (A. S. Stern). If V., W are orthogonal complementary subspaces
of Q™ and V contains no positive vector then W contains a non-zero, non-
negative vector.

Proof (by induction on n). If n = 1 then V = Q or W = Q and the
lemma, is obvious. So let n > 1 and let us identify the space Q™! with a
subspace of Q" so that the map 7 given by

W(l‘l, sy Tp—1, xn) = (1'1, sy mn—lvo)

projects Q" onto Q" !. We adopt the inductive hypothesis that the lemma
holds for orthogonal complementary subspaces of Q1.



Theory of non-surjective injections 307

Let V, W be orthogonal complementary subspaces of Q™, and let us
assume that V' does not contain a positive vector. Our purpose is to show
that there is a w € W such that 0 # w > 0.

If V€ Q" ! then w = (0,...,0,1) € W satisfies 0 # w > 0 and
we are done. So let us assume that V' ¢ Q"~'. We put V/ = V nQn 1,
W' = W NnQ" ! and leave it to the reader to check that V' and w(W)
are orthogonal complementary subspaces of Q"~1; likewise W’ and 7(V).
To apply the inductive assumption to each of the pairs V', #(W) and W/,
7(V), let us call a vector z positive in Q" ! if z € Q"' and the first n — 1
components of x are positive.

Let us show first that there is a non-zero, non-negative vector in 7(W).
By the inductive hypothesis, it will be enough to check that V'’ does not
contain a vector positive in Q" . Since V ¢ Q" ! it follows that for some
u € V we have u,, > 0, so if V/ were to contain a vector z positive in Q" !,
we would get

x4eu=(r;+eur,...,Tn1+EUp_1,8U,) €V

for all ¢ € Q. Taking € > 0 small enough, we would obtain a positive
x +eu € V, a contradiction. So V’ does not contain a vector positive in
Q" 1, whence there is a y € 7(W) satisfying 0 # y > 0.

Now either there is a non-zero non-negative vector in W', in which case
we are done, since W’ C W, or there is no such vector. In the latter case, by
the inductive hypothesis, there is a z € 7(V), positive in Q" !, say z = m(v),
where v € V. Since v > 0 is excluded, we must have v,, < 0. We have shown
above that 0 # y > 0 for some y € 7(W), say y = m(w), where w € W.
Since 7(v) is positive in Q! and 0 # 7(w) > 0, the dot product 7(v)-7(w)
is positive. But v_Lw, whence

O=v-w=mn) m(w)+ v,w,.
This implies that v,w, < 0, and since we know that v,, < 0, it follows that
wy > 0. Hence w is the required non-negative vector in W. =

Proof of the Theorem. Assume that X has no positive integral so-
lution, and consider the m x n matrices A = (a;;), B = (b;;) and C = A—B.
Then the linear system represented by the matrix equation Cz = 0 has no
positive integral solution. Let W be the subspace of Q™ spanned by the rows
of C and let V' be the orthogonal complement in Q™ of W. Then z € V iff
Cz = 0, whence there is no positive integral vector in V. Consequently,
there is no positive vector in V', and thus, by the Lemma, there is a w € W
satisfying 0 # w > 0. Let us write w as a linear combination of the rows of
C, say with coefficients aq, ..., a,, € Q.

We may assume that ai,...,q,, > 0. Indeed, if some «; are negative,
we can consider instead of X the system obtained by replacing in X the
corresponding equations e; by their reflections e;.



308 S. Swierczkowski

We can also assume that aq, ..., a,, are integers. Indeed, if they are not,
let 5 > 0 be the product of their denominators. Then fw € W, 0 # fw >0
and the integers [Bas, ..., Ba,, are the coefficients of a linear combination
of rows of C' which is equal to Sw.

The required unbalanced system X, is now obtained from X’ by replacing
each equation e; by a; copies of e; (i = 1,...,m). We note that then each w;
equals the number of occurrences of v; on the left sides of the equations of
X« minus the number of occurrences of v; on the right sides of the equations
of X.. So it follows from 0 # w > 0 that Y, is left unbalanced. m

Added in proof (October 1995). Stern’s lemma has a neat generalization: If W
and V are finitely generated convex cones in Q" which are polars of each other and V
contains no positive vector then W contains a non-zero non-negative vector. The only
place where the above proof changes essentially is in checking that V'’ does not contain a
vector positive in Q" L. Consider first the case where for every u € V we have up < 0.
Then (0,...,0,1) € W, so we are done. Alternatively, if there is a u € V with up > 0, the
proof continues as above. [This generalization might come useful if one would attempt to
solve, by the methods of this paper, the dual problem posed in the introduction.]
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