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The Jacobian Conjecture in case
of “non-negative coefficients”

by Ludwik M. Drużkowski (Kraków)

Abstract. It is known that it is sufficient to consider in the Jacobian Conjecture only
polynomial mappings of the form

F (x1, . . . , xn) = x−H(x) := (x1 −H1(x1, . . . , xn), . . . , xn −Hn(x1, . . . , xn)),

where Hj are homogeneous polynomials of degree 3 with real coefficients (or Hj = 0),
j = 1, . . . , n and H ′(x) is a nilpotent matrix for each x = (x1, . . . , xn) ∈ Rn.

We give another proof of Yu’s theorem that in the case of non-negative coefficients
of H the mapping F is a polynomial automorphism, and we moreover prove that in that
case

degF−1 ≤ (degF )indF−1, where indF := max{indH ′(x) : x ∈ Rn}.

Note that the above inequality is not true when the coefficients of H are arbitrary real
numbers; cf. [E3].

1. Formulation of the Jacobian Conjecture. Let K denote either C
or R. Define

P(Kn) := {F = (F1, . . . , Fn) : Kn → Kn :
Fj ∈ K[X1, . . . , Xn], j = 1, . . . , n}.

In other words, P(Kn) is the set of polynomial transformations of Kn. We
set

JacF := det
[
∂Fi

∂xj
: i, j = 1, . . . , n

]
.

Now we recall the n-dimensional Jacobian Conjecture (briefly (JC)n) for
n ≥ 2:
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(JC)n [F ∈ P(Kn) and JacF = const 6= 0 for every x ∈ Kn]
⇒ [F is injective],

and the Generalized Jacobian Conjecture ((GJC) for short):

(GJC) (JC)n holds for every n ≥ 2.

It is common to call the n-dimensional Jacobian Conjecture or Generalized
Jacobian Conjecture briefly the Jacobian Conjecture, yet to avoid confusion
we often use the notation introduced above throughout the paper. For survey
papers and papers containing other equivalent formulations of the Jacobian
Conjecture we refer the reader to e.g. [BCW], [D3], [E1], [E2], [KS], [M],
[MO], [R], [S].

Note that up to this time the Jacobian Conjecture remains unsolved even
if n = 2 and the stronger conjecture in which instead of JacF = const 6= 0
for F ∈ P(Rn) we put ± JacF > 0 is false (cf. [P]).

A polynomial mapping F ∈ P(Cn) can be treated as F̂ = (ReF, ImF ) ∈
P(R2n) and then Jac F̂ (x, y) = | JacF (x+ iy)|2. This makes it evident that
the complex (JC)n follows from the real (JC)2n, so

(GJC) for polynomial mappings with real coefficients
⇓

(GJC) for polynomial mappings with complex coefficients.

2. Reduction of the degree. First we recall some important proper-
ties of polynomial maps.

Theorem 2.1. (i) ([BR]) Every injective polynomial map of Kn is bijec-
tive.

(ii) ([Y], [BCW], [W]) Every injective polynomial map F of Cn is a
polynomial automorphism, i.e. the inverse F−1 exists and it is a polynomial
mapping.

(iii) ([BCW], [RW]) If F is a polynomial automorphism of Kn, then
degF−1 ≤ (degF )n−1 and (without additional assumptions) the estimate is
sharp.

Now we recall the reduction theorems that are used in the investigation
of (GJC).

Theorem 2.2 ([Y], [BCW], [D1]). If we consider the Generalized Ja-
cobian Conjecture (i.e. the Jacobian Conjecture for every n > 1), then it
is sufficient to consider , for every n > 1, only polynomial mappings of the
so-called cubic homogeneous form F = I−H, where I denotes the identity ,
H = (H1, . . . ,Hn) and Hj : Kn → K is a cubic homogeneous polynomial of
degree 3 or Hj = 0, j = 1, . . . , n.
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It is easy to check that the cubic homogeneous form I − H is invari-
ant under the action of the full linear group GLn(K), i.e. if F has a cubic
homogeneous form and L ∈ GLn(K), then L◦F ◦L−1 also has a cubic homo-
geneous form. Let us recall the following characterization of the condition
Jac(I −H) = 1.

Proposition 2.3 ([BCW], [D1]). Let F = I −H be a cubic homoge-
neous form. Then

JacF = 1⇔ the matrix H ′(x) is nilpotent for every x ∈ Kn.

Let H̃ denote the unique symmetric three-linear mapping such that
H̃(x, x, x) = H(x), x ∈ Kn. Note that H ′(x) = 3H̃(x, x, ·). Hence, if
Jac(I − H) = 1, then by Proposition 2.3 the matrix H̃(x, x, ·) = 1

3H
′(x)

is nilpotent for each x ∈ Kn. Therefore, for every x ∈ Kn there exists the
index of nilpotency of the matrix [H ′(x)], i.e. there exists a natural number
p(x) such that [H ′(x)]p(x) = 0 and [H ′(x)]p(x)−1 6= 0. It is evident that

1 ≤ p(x) ≤ 1 + rankH ′(x) ≤ n for every x ∈ Kn.

We define the index of nilpotency of the mapping F = I −H to be the
number

indF := sup{p(x) ∈ N : [H ′(x)]p(x) = 0, [H ′(x)]p(x)−1 6= 0, x ∈ Kn}.
We are able to reduce the verification of the Generalized Jacobian Con-

jecture to the investigation of polynomial mappings of the so-called cubic
linear form, namely

Theorem 2.4 ([D1], [D2]). In order to verify (GJC) it is sufficient to
check it (for every n > 1) only for polynomial mappings F = (F1, . . . , Fn)
of cubic linear form, i.e.

F (x) =


x1 ± (a1x)3

x2 ± (a2x)3

. . . . . . . . . . .
xn ± (anx)3

 ,

where x ∈ Kn, aj = (a1
j , . . . , a

n
j ) ∈ Kn, ajx := a1

jx1 + . . . + an
j xn, j =

1, . . . , n, having an additional nilpotent property (N) of the matrix A :=
[ai

j : i, j = 1, . . . , n]:

(N) there exists c ∈ Kn such that

A = Ac := ±

 (a1c)2a1
1 . . . (a1c)2an

1

. . . . . . . . . . . . . . . . . . . . . . . .
(anc)2a1

n . . . (anc)2an
n

 and indA = indF.

3. Inversion formulas. Let us recall a simple inverse formula for a
mapping of cubic homogeneous form.
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Theorem 3.1 ([DR]). Let F = I − H, where H is a homogeneous
polynomial mapping of Cn of degree 3, let H̃ denote the unique symmetric
three-linear mapping such that H̃(x, x, x) = H(x) and let

G =
∞∑

j=1

G[j], where G[j] are homogeneous of degree j,

be the formal inverse of F . Then

G[1] = I,

G[2k+1] =
∑

p+q+r=k−1

H̃(G[2p+1], G[2q+1], G[2r+1]), k = 1, 2, 3, . . . ,

G[2k] = 0, k = 1, 2, 3, . . .

In particular ,

G[3] = H,

G[5] = 3H̃(I, I,H),

G[7] = 9H̃(I, I, H̃(I, I,H)) + 3H̃(I,H,H),

G[9] = 27H̃(I, I, H̃(I, I,H(I, I,H))) + 9H̃(I, I, H̃(I, I,H))

= 18H̃(I, I, H̃(I, I,H)) + H̃(H,H,H).

Moreover, it was conjectured in [DR] that

degF−1 ≤ (degF )ind F−1, F = I −H,

and the estimate was checked for indF = 2 and n.
Now we recall the following Yu’s theorem.

Theorem 3.2 ([Yu]). Let F = I − N : Cn → Cn be a polynomial map
with real coefficients such that JacF = 1, ordN ≥ 2 (N is not necessarily
homogeneous) and every coefficient of N is non-negative. Then F is a stably
tame automorphism. That is, F is a polynomial automorphism and there
exists an integer m ≥ 0 such that F̂ = (F,Xn+1, . . . , Xn+m) : Cm → Cm

is a tame automorphism (i.e. F̂ is a composition of linear and triangular
polynomial automorphisms).

To investigate the Generalized Jacobian Conjecture it is sufficient (due
to Theorem 2.2) to consider only the polynomial mappings of cubic homoge-
neous form F = I−H, where H is homogeneous of degree 3. Using Theorem
3.1 we will prove the following version of Yu’s Theorem 3.2 with the estimate
of the degree of the inverse conjectured in [DR].

Theorem 3.3. If F = I − H : Rn → Rn, JacF = 1 and all coeffi-
cients of the cubic homogeneous polynomial mapping H are non-negative,
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then F is invertible and the degree of its inverse F−1 is not greater than
(degF )ind F−1.

The above theorem was announced in [D3] and proved in the case of
indF ≤ 3. In the proof given below we avoid the arguments from matrix
theory used in [Yu] and we show that Theorem 3.3 is a direct and natural
consequence of the inverse formula given in Theorem 3.1.

P r o o f. Notation: If Φ = (Φ1, . . . , Φs) : Rn → Rs is a formal power
series mapping, then, for j = 1, . . . , s,

(0) Φ ≥ 0⇔ all coefficients of any power series Φj are non-negative.

By Theorem 3.1 the mapping G (which is a local inverse of F = I −H)
is of the form

(1) G =
∞∑

j=0

G[2j+1], where G[k] are homogeneous of degree k,

with

(2)
G[1] = I,

G[2k+1] =
∑

p+q+r=k−1

H̃(G[2p+1], G[2q+1], G[2r+1]), k = 1, 2, 3, . . . ,

H̃ being the unique symmetric three-linear mapping such that H̃(x, x, x) =
H(x).

Since F (x) = x−H(x) and indF = p, p ≤ n, we have

(3)

F ′(x) = I −H ′(x) = I − 3H̃(x, x, ·),

F ′′(x) = −H ′′(x) = −6H̃(x, ·, ·),

F ′′′(x) = −H ′′′(x) = −6H̃,

[F ′(x)]−1 =
p−1∑
i=0

[H ′(x)]i =
p−1∑
i=0

3i[H̃(x, x, ·)]i,

where

[H ′(x)]0 = I,

[H ′(x)]i+1 = H ′(x) ◦ [H ′(x)]i = [H ′(x)]i ◦H ′(x),

[H̃(x, x, ·)]0 = I,

[H̃(x, x, ·)]i+1 = H̃(x, x, ·) ◦ [H̃(x, x, ·)]i = [H̃(x, x, ·)]i ◦ H̃(x, x, ·).

Since 3[H ′(x)]i[H(x)] = [H ′(x)]i+1(x), by (3) we get the equality
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[F ′(x)]−1[F (x)] = x−H(x) +
p−1∑
i=1

[H ′(x)]i[x−H(x)](4)

= x−H(x) +
p−1∑
i=1

{
[H ′(x)]i(x)− 1

3
[H ′(x)]i+1(x)

}

= x+ 2H(x) +
2
3

p−1∑
i=2

[H ′(x)]i(x)

= x+ 2
p−1∑
i=1

3i−1[H̃(x, x, ·)]i−1[H(x)].

From (1) we obtain

(5) x =
∞∑

j=0

G[2j+1][x−H(x)], i.e. x =
∞∑

j=0

G[2j+1](y)
∣∣∣
y=x−H(x)

and by the above equality we have

(6) H(x) =
∞∑

j=1

G[2j+1][x−H(x)], i.e. H(x) =
∞∑

j=1

G[2j+1](y)
∣∣∣
y=x−H(x)

.

Differentiating (5) and then taking the value of the differential at the vector
x−H(x) we derive the equality

(7)
∞∑

j=0

(2j + 1)G[2j+1][x−H(x)] = [F ′(x)]−1[x−H(x)].

By (4) and (7) we get

(8)
∞∑

j=1

(2j + 1)G[2j+1][x−H(x)] = H(x) + 2
p−1∑
i=1

3i−1[H̃(x, x, ·)]i−1[H(x)].

Due to (5), (6) and (8) we have
∞∑

j=1

(2j + 1)G[2j+1][x−H(x)]

= 3H(x)

+ 2
p−1∑
i=2

3i−1
{
H̃
[ ∞∑

j=0

G[2j+1](x−H(x)),
∞∑

j=0

G[2j+1](x−H(x)), ·
]}i−1

×
[ ∞∑

j=1

G[2j+1](x−H(x))
]
,
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so putting y = x−H(x) in the above equality and using (6) we obtain

(9)
∞∑

j=1

(2j + 1)G[2j+1](y) = 3
∞∑

j=1

G[2j+1](y)

+ 2
p−1∑
i=2

3i−1
{
H̃
[ ∞∑

j=0

G[2j+1](y),
∞∑

j=0

G[2j+1](y), ·
]}i−1[ ∞∑

j=0

G[2j+1](y)− y
]
.

Note that

(10)
G[2j+1] ≥ 0, H̃(G[2j+1], G[2k+1], G[2m+1]) ≥ 0,

[H̃(G[2j+1], G[2k+1], ·)]r ≥ 0

for any j, k,m, r ∈ N.
According to (10) our strategy is the following: write all formal series

mappings with non-negative coefficients (beginning with some order) on one
side of the equality and leave 0 on the other side of this equality.

From (9), (5) and (6) we derive

(11)
∞∑

j=1

(2j + 1− 3)G[2j+1](y)

+
p−1∑
i=2

3i−1

2

{
H̃
[ ∞∑

j=0

G[2j+1](y),
∞∑

j=0

G[2j+1](y), ·
]}i−1

(y)

= 2
p−1∑
i=2

3i−1
{
H̃
[ ∞∑

j=0

G[2j+1](y),
∞∑

j=0

G[2j+1](y), ·
]}i−2[ ∞∑

k=1

G[2k+1](y)
]
,

since G[2k+1] =
∑

p+q+r=k−1 H̃(G[2p+1], G[2q+1], G[2r+1]). The equality (11)
can be written in the form

(12)
∞∑

j=01

(2j + 1− 3)G[2j+1](y) +R1(y)

= 2
p−1∑
i=2

3i−1
{
H̃
[ ∞∑

j=0

G[2j+1](y),
∞∑

j=0

G[2j+1](y), ·
]}i−2[ ∞∑

k=0

G[2k+1](y)− y
]
,

where the power series mapping R1 ≥ 0. Repeating the procedure leading
from (9) to (12), we get in the end

∞∑
j=0

(2j + 1− 3− 2 · 31 − . . .− 2 · 3p−2)G[2j+1](y) +R(y) = 0,
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i.e.
∞∑

j=0

(2j + 1− 3p−1)G[2j+1](y) +R(y) = 0,

with some formal power series mapping R =
∑∞

m=0R
[m] ≥ 0. Hence, for

every j ∈ N,

(13) (2j + 1− 3p−1)G[2j+1](y) +R[2j+1](y) = 0, R[2j+1] ≥ 0.

By (10) and (13) we have G[2j+1] = 0 for 2j + 1 > 3p−1.

R e m a r k 3.4. Let R(N) denote the direct sum of R over N. We call G =
(G1, G2, . . .) a polynomial automorphism of R(N) if there exists a natural
number p such that the mapping (G1, . . . , Gp) is a polynomial automorphism
of Rp and Gi(x1, x2, . . .) = xi when i > p; cf. [D2]. Since we do not need to
use the dimension of the space Rn in the proof of Theorem 3.3, it remains
true for the polynomial mappings of R(N).

Added in proof. Unfortunately, the inequality

degF−1 ≤ (degF )ind F−1

conjectured in [DR] and partially confirmed by Theorem 3.3 is not true in
the general case, as has been shown recently by A. van den Essen in [E3].
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L. Mahé and M.-F. Roy (eds.), Lecture Notes in Math. 1524, Springer, 1992,
308–315.

[M] G. H. Meisters, Jacobian problems in differential equations and algebraic ge-
ometry , Rocky Mountain J. Math. 12 (1982), 679–705.

[MO] G. H. Meisters and C. Olech, A poly-flow formulation of the Jacobian Con-
jecture, Bull. Polish Acad. Sci. Math. 35 (1987), 725–731.

[P] S. Pinchuk, A counterexample to the real Jacobian Conjecture, Math. Z. 217
(1994), 1–4.

[R] K. Rusek, Polynomial automorphisms, preprint 456, Institute of Mathematics,
Polish Academy of Sciences, Warszawa, 1989.

[RW] K. Rusek and T. Winiarsk i, Polynomial automorphisms of Cn, Univ. Iagel.
Acta Math. 24 (1984), 143–149.

[S] Y. Ste in, The Jacobian problem as a system of ordinary differential equations,
Israel J. Math. 89 (1995), 301–319.

[W] T. Winiarsk i, Inverse of polynomial automorphisms of Cn, Bull. Acad. Polon.
Sci. Sér. Sci. Math. 27 (1979), 673–674.

[Y] A. V. Yagzhev, On Keller’s problem, Sibirsk. Mat. Zh. 21 (1980), 141–150 (in
Russian).

[Yu] J.-T. Yu, On the Jacobian Conjecture: reduction of coefficients, J. Algebra 171
(1995), 515–523.

Institute of Mathematics
Jagiellonian University
Reymonta 4/508
30-059 Kraków, Poland
E-mail: druzkows@im.uj.edu.pl
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