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In this work, solid helium is studied within the framework of the static �uctuation approximation. The closed
set of nonlinear coupled equations, which is an inherent feature of this approximation, is derived for one-dimensional
solid 4He. This set is solved numerically by an iteration method for a realistic interhelium potential. The central
aim is to determine the chemical potential µ, condensate fraction N0/N, total energy U , heat capacity C, and
entropy S of the system. The e�ects of temperature T , total number of particles N , frequency ω and lattice
constant R on these properties are emphasized and explained. Below 80 mK: (1) as N or ω increases, µ increases;
(2) as N increases, U , C, and S increase; whereas N0/N , U/N , C/NkB and S/NkB decrease (kB being Boltzmann's
constant); (3) as ω increases, N0/N , U , C, and S increase; whereas U/N , C/NkB and S/NkB are hardly a�ected;
and (4) as T → 0, the e�ect of R on N0/N increases. These results are presented in a set of �gures.
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1. Introduction

Helium is a fascinating element, in all its phases and
isotopic manifestations. Thanks to its light atomic mass,
hence its large zero-point energy, and to the relatively
weak (Van der Waals') attractive tail of the interhe-
lium potential, helium remains liquid down to the low-
est attainable temperatures; it is a �permanent� liquid.
The solid phase can be produced only if a large external
pressure is applied (about 25 atm for 4He and 30 atm for
3He, at 0 K). Solid helium forms a quantum crystal that
cannot be treated by the classical theory of lattice dy-
namics. Its density is much lower than expected for the
analogous classical system; hence the large compressibil-
ity of solid 4He and solid 3He [1].
Experimental work has focused on the thermodynamic

properties of solid 4He; in particular, its speci�c heat [2�
6]. A peak in the speci�c heat has been reported be-
low 200 mK, using a sample cell made of silicon, whose
heat capacity is more than ten times lower than that
of solid 4He in the temperature range considered [4, 5].
Other accurate measurements [6] have con�rmed this re-
sult. The presence of di�erent concentrations of 3He
have not altered the position of the peak, which is
around 75 mK. This also depends on the growth method,
solids grown by the blocked-capillary method having a
sharper peak [5].
Other experimental work has explored the extraordi-

nary properties of solid helium such as the Bose�Einstein
condensation (BEC) and possibly supersolidity [7�14].
Torsional-oscillator measurements have indicated that
there is a reduction in the resonant period of the
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oscillator for solid 4He [15�18]. This has been interpreted
to have arisen from a reduction in the nonclassical rota-
tional inertia.
Neutron-scattering measurements of the atomic distri-

bution n(k) were undertaken for three-dimensional solid
helium under a pressure of 41 bar, with a molar volume of
20 cm3/mol and at T < 500 mK [19]. The aim was to de-
termine whether there was BEC below the temperature
T0 = 200 mK. It was found that the condensate frac-
tion N0/N was around 1%, and that the shape of n(k)
did not change on crossing T0, within experimental er-
rors. However, near the solidi�cation pressure of 25.3 bar,
neutron-scattering results indicated that the condensate
was about 3% at the liquid/solid interface [20]. Very
recently [21], extrapolation from liquid to solid densities
suggested that N0/N ≤ 1% in the solid regime, assuming
a frozen-liquid structure similar to an amorphous solid.
On the other hand, theoretical work has focused on

the thermodynamic properties of solid helium, including
the ground-state energy, pressure, compressibility and
speci�c heat [1, 22�31]. A modi�ed Brueckner theory
was used to calculate the ground-state energy, pressure
and compressibility of solid 3He and 4He with fcc struc-
ture [23]. The calculations were done for two di�erent
two-body potentials. The possibility of a phase transition
to a metallic state at very high densities was considered.
The ground-state energy and pressure for metallic helium
were calculated, and the phase transition was found to
occur at a pressure of about 2× 107 atm.
Other theoretical work has drawn attention to

the extraordinary properties of three-dimensional solid
4He [29, 32�39]. It was proposed that when the quan-
tum e�ects were large enough, the ground state might
contain lattice defects, such as vacancies, which were de-
localized and acted like a dilute Bose gas undergoing a
BEC-transition [40]. Recently, Fil and Shevchenko [41]
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considered BEC of vacancies in a three-dimensional
lattice. They showed that the critical temperature of
BEC decreased with increasing length of the network
segments.
The present work aims at deriving and calculating the

thermodynamic properties of �nite one-dimensional solid
4He from the properties of its microscopic constituents,
using the static �uctuation approximation (SFA). In par-
ticular, the chemical potential, condensate fraction, total
energy, heat capacity and entropy will be computed. For
this purpose, a system of N interacting 4He atoms is con-
sidered, each atom vibrating about its site in the lattice.
The total number of particles N , the frequency ω and
the lattice constant R range from 500 to 2000, 106 to
107 Hz and 3 to 4 Å, respectively. The single-particle
wave functions are taken to be the Hermite polynomials.
The potential is chosen as the HFDHE2 of Aziz et al. [42]
in its most recent version [43].
The main idea of SFA is to replace the square of the

local-�eld operator with its mean value. The underly-
ing physical meaning is that the quantum-mechanical
spectrum of this operator is replaced with a distribution
around its mean value [44]. In this work, SFA is used to
explore the properties of one-dimensional solid 4He, with
special emphasis on the e�ects of dimensionality.
SFA has been used to study several many-body

systems, ranging from the weakly- to the strongly-
interacting [44�57]. It is relatively simple, compared to
other many-body approaches. It has been found from
numerous calculations over the years that SFA is more
reliable for dilute and weakly-interacting systems or at
low temperatures. The �uctuations in the local-�eld op-
erator increase with increasing temperature or potential
strength, thereby making SFA assumptions less realistic
in these cases. However, SFA is still valid for strongly-
interacting systems at low enough temperatures.
The rest of this paper is organized as follows.

In Sect. 2, the SFA formalism for �nite one-dimensional
solid 4He is derived, the principal aim being to obtain the
corresponding closed set of nonlinear coupled equations
of the system. In Sect. 3, the thermodynamic properties
of the system are calculated using an algorithmic version
of our formalism. Finally, in Sect. 4, the paper is closed
with some concluding remarks.

2. Formalism

A one-dimensional chain of 4He atoms is considered.
The atoms at di�erent lattice sites vibrate harmonically
around their equilibrium positions, interacting with each
other via a central potential. This is chosen as the
HFDHE2 potential of Aziz et al. [42].
The single-particle wave functions for the system are

taken to be Hermite polynomials Hn(x) [58]:

ϕn(r) =
α1/4

π1/4
√

2nn!
exp

(
−α

2
r2
)
Hn

(√
αr
)
, (1)

with α = mω/~; the coordinates are measured from the
equilibrium position. The total Hamiltonian can be writ-
ten in second quantization as the sum of two terms

Ĥ =

∞∑
k=0

~ω
(
k +

1

2

)
b̂+k b̂k + Ĥ1, (2)

the �rst being the harmonic term and the second the two-
body interaction

Ĥ1 =
1

2

∫∫
dr1dr2Ψ̂

+(r1)Ψ̂+(r2)V (|r1 − r2|)

×Ψ̂(r2)Ψ̂(r1), (3)

where Ψ̂(r) and Ψ̂+(r) are the bosonic �eld operators
and V (|r1 − r2|) is the pairwise potential. In this work,
only the �rst nearest-neighbor interaction is taken into
account; the �rst atom is assumed to be at r1 relative
to its equilibrium position, and the second at r2 relative
to this position. It is then convenient to write the �eld
operators for the �rst and second atoms as

Ψ̂(r)=
∑
k

ϕk(r)b̂k and Ψ̂(r2)=
∑
k

ϕk(r2−R)b̂k, (4)

R being the lattice constant. Based on the above, the to-
tal Hamiltonian can be written in second quantization as

Ĥ =

∞∑
k=0

~ω
(
k +

1

2

)
b̂+k b̂k

+
1

2

∑
n,m,p,q

C(n,m, p, q)b̂+n b̂
+
mb̂pb̂q, (5)

where

C(n,m, p, q) =

∫∫
dr1dr2ϕn(r1)ϕm(r2 −R)

×V (|r1 − r2|)ϕp(r2 −R)ϕq(r1). (6)

SFA assumes that the total Hamiltonian can be written
as a linear combination of a local-�eld operator Êk(τ) and
the occupation-number operator n̂k = b̂+k b̂k [44]:

Ĥ =

∞∑
k=0

Êkn̂k. (7)

Then

Êk =
[
b̂k,
[
Ĥ, b̂+k

]]
=

~ω
(
k +

1

2

)
+

1

2

∞∑
m=0

F (k,m)n̂m, (8)

where
F (k,m) = 2C(m, k,m, k) + C(m, k, k,m)

+C(k,m, k,m). (9)

The well-known mean-�eld approximation or the
Hartree model states that Êk can be replaced with its
mean value

〈
Êk

〉
; it assumes that the �uctuations ϕk

in this operator are negligible. On the other hand, in
SFA, the �uctuations are taken into account as well as
the correlations between the �uctuations in the numbers
of particles in di�erent states. Accordingly, the local-�eld
operator is de�ned as:

Êk ≡
〈
Êk

〉
+ ∆Êk, (10)
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∆Êk being the energy-�uctuations operator. The �uc-
tuations in energy arise from the interactions between
particles. It is straightforward to show that

∆Êk =
1

2

∞∑
p=0

F (k, p)∆n̂p. (11)

SFA assumes that the square of the local-�eld operator
∆Êk(τ) can be replaced with its mean value(

∆Êk

)2 ∼= 〈(∆Êk

)2〉
≡ φ2k. (12)

This equation implies that ∆Êk(τ) has only two charac-
teristic values: ±φk, where τ ≡ it.

The generating equation based on SFA, as derived
in [44], is given by〈

n̂kÂ
〉

= η0(k)
〈
Â
〉

+ η1(k)
〈

∆ÊkÂ
〉
, (13)

η0(k) ≡ 1

2

 1

exp
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β
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− 1

+
1
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(
β
(〈
Êk

〉
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− 1

 , (14)

η1(k) ≡ 1

2φk

 1

exp
(
β
(〈
Êk

〉
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))
− 1

− 1

exp
{
β
(〈
Êk

〉
− µ− φk

)}
− 1

 . (15)

Putting Â = 1 in Eq. (13), we have

〈n̂k〉 = η0(k) + η1(k)
〈

∆Êk

〉
. (16)

Using the fact that the quadratic �uctuations are sym-
metric, i.e.,

〈
∆Êk

〉
= 0, we obtain for the particle dis-

tribution
〈n̂k〉 = η0(k). (17)

From the generating equation, the pair correlation
function 〈∆n̂k∆n̂q〉c, for k 6= q, and the �uctuations in
the local �eld operator, φk, can be calculated as

〈∆n̂k∆n̂q〉c = η1(k)
〈

∆Êk∆n̂q

〉
c

=

η1(k)

2

∞∑
p=0

F (k, p) 〈∆n̂p∆n̂q〉 , (18)

η1(k)φ2k =
1

2
F (k, k)

〈
(∆n̂k)

2
〉

+
1

2

∞∑
p=0

F (k, p) 〈∆n̂k∆n̂p〉c . (19)

The quadratic �uctuations in the occupation numbers are
given by [44]〈

(∆n̂k)
2
〉

= 〈n̂k〉 (1 + 〈n̂k〉)

+η1(k)

∞∑
p=0

F (k, p) 〈∆n̂p∆n̂k〉 . (20)

From the closed system of nonlinear coupled Eqs.
(17)�(20), one can �nd 〈n̂k〉,

〈
(∆n̂k)

2
〉
, 〈∆n̂k∆n̂q〉c, φk.

To calculate the thermodynamic properties of the sys-
tem, the grand partition function Q should be derived.
We start from the usual expression

Q=Tr
(

exp(−βĤ)
)

=
∑
np

exp

(
−β
∑
p

(
Êp − µ

)
n̂p

)
=

∏
p

∑
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(
−β
(
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)
n̂p

)
. (21)

Hence,

lnQ = −1

2

∑
p

ln
(

1− 2 exp
(
−β
(〈
Êp

〉
− µ

))
× cosh (βφp) + exp

(
−2β

(〈
Êp

〉
− µ

)))
. (22)

It follows that the grand internal energy U (the internal
energy incorporating µ) is

U ≡
〈
Ĥ
〉

= −∂ lnQ

∂β
=
∑
p

〈
n̂p

(
Êp − µ

)〉
=

∑
p

[
〈n̂p〉

〈
Êp − µ

〉
+ φ2pη1(p)

]
. (23)

From Q and U , one can readily evaluate all other ther-
modynamic properties. Speci�cally, the heat capacity is

C =

(
∂U

∂T

)
. (24)

The entropy S is

S =
U

T
+ kB lnQ. (25)

The closed set of coupled equations for two- and three-
dimensional solid 4He can be derived in exactly the same
way as for one-dimensional solid 4He. A suitable server
could be used to solve this set in a reasonably short time.
In this case, one could explore the e�ects of dimension-
ality on the properties of solid 4He within SFA.

3. Results and discussion

In principle, the number of states m to be considered
in solving the closed set of coupled equations should be
in�nity. In practice, however, this number is necessar-
ily �nite. A su�ciently large m should be chosen so as
to make physical properties m-independent, as was dis-
cussed extensively in a previous work [51]; it was found
that this m was T - and N -dependent. In this work,
where N ranges from 500 to 2000 and T is below 80 mK,
we found that the necessary number of states should be
m ≈ 9000; otherwise, unphysical behavior of the system
sets in, especially at high T or large N .
The closed set of non-linear coupled equations was

solved numerically by an iteration method. Our results
are summarized in Figs. 1�15.
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Fig. 1. The chemical potential µ in units of ~ω as a
function of temperature T (in mK) for di�erent total
number of particles N . The frequency is ω = 107 Hz,
and the lattice constant is R = 3 Å.

Fig. 2. The chemical potential µ in units of ~ω as a
function of temperature T (in mK) for di�erent values of
frequency ω. The total number of particles is N = 1000,
and the lattice constant is R = 3 Å.

Fig. 3. The chemical potential µ in units of ~ω as a
function of temperature T (in mK) for di�erent values
of lattice constant R. The total number of particles is
N = 1000, and the frequency is ω = 107 Hz.

Fig. 4. The condensate fraction N0/N as a function
of temperature T (in mK) for di�erent total number of
particles N . The frequency is ω = 107 Hz, and the
lattice constant is R = 3 Å.

Fig. 5. The condensate fraction N0/N as a function
of temperature T (in mK) for di�erent values of fre-
quency ω. The total number of particles is N = 1000,
and the lattice constant is R = 3 Å.

Fig. 6. The condensate fraction N0/N as a function
of temperature T (in mK) for di�erent values of lattice
constant R. The total number of particles is N = 1000,
and the frequency is ω = 107 Hz.
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Fig. 7. The total energy per particle U/N in units of
~ω as a function of temperature T (in mK) for dif-
ferent total number of particles N . The frequency is
ω = 107 Hz, and the lattice constant is R = 3 Å.

Fig. 8. The total energy per particle U/N in units of
~ω as a function of temperature T (in mK) for di�erent
values of frequency ω. The total number of particles is
N = 1000, and the lattice constant is R = 3 Å.

Fig. 9. The total energy per particle U/N in units of
~ω as a function of temperature T (in mK) for di�er-
ent values of lattice constant R. The total number of
particles is N = 1000, and the frequency is ω = 107 Hz.

Fig. 10. The heat capacity C/NkB as a function of
temperature T (in mK) for di�erent total number of
particles N . The frequency is ω = 107 Hz, and the
lattice constant is R = 3 Å.

Fig. 11. The heat capacity C/NkB as a function of
temperature T (in mK) for di�erent values of fre-
quency ω. The total number of particles is N = 1000,
and the lattice constant is R = 3 Å.

Fig. 12. The heat capacity C/NkB as a function of
temperature T (in mK) for di�erent values of lattice
constant R. The total number of particles is N = 1000,
and the frequency is ω = 107 Hz.



A Microscopic Study of One-Dimensional Solid 4He. . . 1653

Fig. 13. The entropy S/NkB as a function of tempera-
ture T (in mK) for di�erent total number of particles N .
The frequency is ω = 107 Hz, and the lattice constant
is R = 3 Å.

Fig. 14. The entropy S/NkB as a function of temper-
ature T (in mK) for di�erent values of frequency ω.
The total number of particles is N = 1000, and the
lattice constant is R = 3 Å.

Fig. 15. The entropy S/NkB as a function of tempera-
ture T (in mK) for di�erent values of lattice constant R.
The total number of particles is N = 1000, and the fre-
quency is ω = 107 Hz.

3.1. Chemical potential

An open system was considered here, i.e., with a vari-
ableN . A well-known thermodynamic relation is [59�61]:

µ =

(
∂U

∂N

)
S,V

= −T
(
∂S

∂N

)
U,V

. (26)

For an interacting system, the calculation of µ is quite
complicated, especially at high T . For such a system,
the energy of the lowest-momentum state does not van-
ish, even at zero T . In this work, µ was calculated from
the condition

N =
∑
k

〈nk〉 . (27)

Our results for µ in units of ~ω are summarized in
Figs. 1�3. These �gures display µ as a function of T
(in mK) for di�erent N , ω, and R.
Figure 1 shows µ as a function of T for di�erent N ;

ω = 107 Hz and R = 3 Å. For all N , µ has the same
behavior with T : it has the same maximum value at T =
0, then starts to decrease as T increases. As T → 0, µ is
essentially independent of N ; whereas the dependence
on N becomes more and more pronounced as T increases.
Hence, as N increases, µ increases. This occurs because,
as N increases, the interaction term in Eq. (8) increases
since it depends on the numbers of particles in di�erent
states. Therefore, the transition from the quantum to
the classical regime occurs at higher T as N increases.
Figure 2 represents µ as a function of T for di�erent ω;

N = 1000 and R = 3 Å. At T = 0, with ω increasing, the
ground-state energy increases, as expected from Eq. (8);
hence, µ shifts up to higher values. If T starts to increase,
µ starts to decrease in all cases; but its variation with
T is smaller for higher ω. Accordingly, µ decreases slower
with T . Therefore, the transition from the quantum to
the classical regime occurs at higher T as ω increases.
Figure 3 displays µ as a function of T for di�erent R;
µ is almost independent of R in the range considered.

3.2. Condensate fraction

Our results for N0/N are summarized in Figs. 4�6.
These �gures display N0/N as a function of T for di�er-
ent N , ω, and R, respectively. The condensate represents
the occupation number of particles in the state m = 0.
At T = 0, the condensate has a maximum value (most
particles occupy the state m = 0). As T starts to in-
crease, the condensate begins to decrease monotonically
until it vanishes in the classical limit.
Figure 4 shows N0/N as a function of T for di�er-

ent N ; ω = 107 Hz and R = 3 Å. As N increases, N0/N
decreases; and so it does as T decreases. In �nite (as dis-
tinct from in�nite) one-dimensional Bose systems, con-
densation could take place. Figure 4 shows that N0/N is
appreciable for �nite N at low T ; however, it decreases
with increasing N , as expected, going to zero in the limit
N →∞. This is consistent with the well-known fact that
in an in�nite one-dimensional Bose system, no conden-
sation occurs. However, experimental studies of (three-
dimensional) solid He [19�21] have shown that the con-
densate, below 500 mK, is around 2%. The inconsistency
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of our results with experiment arises from dimensionality;
our system is one-, not three-dimensional.
Figure 5 shows N0/N as a function of T for di�erent ω;

N = 1000 and R = 3 Å. The energy di�erence between
successive states in the system increases as ω increases.
Thus, at low T , as ω increases, an appreciable number of
particles occupy the ground state.
Figure 6 displays N0/N as a function of T for dif-

ferent R; N = 1000 and ω = 107 Hz. The role of R
here can be readily understood as soon as it is recalled
that quantum e�ects set in when the interparticle spacing
becomes comparable with the thermal de Broglie wave-
length. Thus, as the lattice points come closer to each
other (and, therefore R becomes smaller), the probability
of BEC occurring becomes higher. Our results in Fig. 6
are consistent with this.

3.3. Total energy

Our results for the total energy per particle, U/N , are
summarized in Figs. 7�9 in units of ~ω. These �gures
display U/N as a function of T for di�erent N , ω, and R.
Figure 7 shows U/N as a function of T for di�er-

ent N ; ω = 107 Hz and R = 3 Å. In the limit T → 0,
U/N is weakly-dependent on T and N . However, as T in-
creases, the dependence of U/N on T and N becomes
noticeable. These results can be explained as follows:
At low T , regardless of N , most particles accumulate in
the ground state. Thus, U/N will be a minimum and
weakly-dependent on T . As T increases, more and more
particles are excited to higher-energy states; hence, U
and U/N increase. Figure 7 shows further that U/N has
almost the same T -behavior for di�erent N : it is almost
proportional to T 2 at low T and is linear with T in the
classical regime. Regardless of T , the interaction term in
the energy spectrum, Eq. (8), depends on how the parti-
cles are distributed in the energy states as well as on N .
As N increases, this term increases; hence, U increases,
whereas U/N decreases. In addition, as T increases, this
term increases and higher states become occupied. En-
ergy is an extensive quantity in the thermodynamic limit;
it is linearly-dependent on N , unlike U/N which is inten-
sive. The ��niteness e�ect� is quite evident in our results:
U/N is not intensive for our �nite system. The di�erence
in U/N at the same T between N = 500 and N = 1000
is greater than that between N = 1500 and N = 2000;
this means that U/N -curves come closer to each other as
N increases, U/N becoming intensive in the thermody-
namic limit.
Figure 8 represents U/N in units of ~ω as a function

of T for di�erent ω; N = 1000 and R = 3 Å. Regardless
of ω, U/N -curves are close to each other. This result
means that the energy per particle is linearly-dependent
on ω. Figure 9 displays U/N in units of ~ω as a function
of T for di�erent R; N = 1000 and ω = 107 Hz. Clearly,
U/N is independent of R. In the energy spectrum,
Eq. (8), the �noninteraction� term is linearly-dependent
on ω and is independent of R. The results presented in
Figs. 8 and 9 indicate that the energy spectrum of the
system is weakly-dependent on the interaction term.

3.4. Heat capacity

Our results for the heat capacity at constant �volume� C
are summarized in Figs. 10�12. These �gures display C/NkB
as a function of T for di�erent N , ω, and R.
Figure 10 shows C/NkB as a function of T for di�erent`N ;

ω = 107 Hz and R = 3 Å. As N increases, C/NkB approaches
the asymptotic value (= 1) more slowly. In all cases, C/NkB
increases monotonically until it reaches a plateau in the clas-
sical limit. The classical value for an in�nite, noninteract-
ing vibrating lattice in one dimension is C/NkB = 1. This
indicates that at high T , the system behaves like a nonin-
teracting vibrating lattice in one dimension. The transition
from the quantum to the classical regime occurs at low T for
small N : for N = 500, the system goes to the classical regime
at T ≈ 20 mK; whereas for N = 1500, the transition occurs
at T ≈ 40 mK. For large N , C/NkB almost �saturates� below
one. This is presumably because of computational limitations;
at high T and large N , m may well exceed 9000.
The speci�c heat capacity of three-dimensional solid 4He

was measured as a function of T below 200 mK [4, 6]. A peak
was found. As the crystalline order increased, the magnitude
of this peak decreased and its position shifted to higher T .
In the present one-dimensional highly-crystalline solid, no
peak exists.
Figure 11 represents C/NkB as a function of T for di�er-

ent ω; N = 1000 and R = 3 Å. It is ω-independent like U/N .
Figure 12 shows C/NkB as a function of T for di�erent R;
N = 1000 and ω = 107 Hz. As the energy of the system is
weakly-dependent on R, so is C/NkB.

3.5. Entropy

Our results for the entropy S are summarized in Figs. 13�
15. These display S/NkB as a function of T for di�erent N ,
ω, and R. Figure 13 shows S/NkB as a function of T for
di�erent N ; ω = 107 Hz and R = 3 Å. As N increases,
S/NkB decreases � as expected from the behavior of U/N
and C/NkB. In the thermodynamic limit, S/N is an intensive
quantity; but it is nonintensive for a �nite system. As N in-
creases, the S/NkB-curves become closer to each other than
at small N .
Figure 14 represents S/NkB as a function of T for di�er-

ent ω; N = 1000 and R = 3 Å. The S/NkB-behavior is the
same for all possible values of ω, just like U/N and C/NkB.
Figure 15 shows S/NkB as a function of T for di�erent R;
N = 1000 and ω = 107 Hz. As expected from the behavior of
C/NkB and U/N , S/NkB is weakly-dependent on R.

4. Conclusion

In this work, the thermodynamic properties of �nite one-
dimensional solid 4He were studied using the static �uctua-
tion approximation. The set of nonlinear coupled equations
involved was solved numerically by an iteration method for a
realistic interhelium potential. The energy spectrum, the �uc-
tuations in energy and in the number of atoms, the atomic
distribution and the pair correlation function were computed
and then used for determining the chemical potential, conden-
sate fraction, total energy, heat capacity and entropy. The re-
striction to one dimension was dictated by computational lim-
itations.
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