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In this review, we summarize our achievements in controlling and understanding the charging effects in single
self-assembled CdTe quantum dots. We start with analysis of the single dot emission spectrum. For excitation
densities small enough to ensure only s-shell recombination, we find that for all dots (also those reported by other
groups) the same transition sequence is observed. Namely, the neutral exciton recombination has the highest
energy while charged exciton and biexciton transitions are redshifted. This observation remains in a stark contrast
to self-assembled InGaAs dots, where charged complexes may appear also on the high energy side of the neutral
exciton. We explain the universality of the transition sequence assuming domination of the Coulomb correlations
over direct, single particle interactions. Furthermore, through measurement of the recombination rates, we gain
access to electron and hole wave functions and their redistributions upon changing the dot occupancy. We find
that the electron wave function is rather stiff, while the hole wave function is rather soft owing to enhanced
correlations in the valence band. We then corroborate these conclusions with the Stark spectroscopy, where we
analyze energy shifts due to electric field imposed on dots embedded in a field effect or diode structure. Finally,
we use these structures to obtain controllable tuning of the charge state. We discuss different approaches to this
task and find the best tuning efficiency for a structure with enhanced valence band confinement.

PACS: 78.67.Hc, 32.60.+i, 71.35.Pq, 71.55.Gs

1. Introduction

Three-dimensional confinement of carrier motion in
semiconductor quantum dots (QDs) make them ideal
candidates for many applications in novel electronic and
optoelectronic devices. In particular, due to relatively
weak coupling of zero-dimensional carriers with the envi-
ronment, the dots are proposed as building blocks of fu-
ture quantum information processing devices [1], relying
on qubits robust against decoherence. Moreover, because
of the zero-dimensional density of states, QD are often re-
ferred to as artificial atoms [2] and indeed many physical
phenomena previously known only from atomic physics
have been observed in QDs. These include effects related
to strong light–matter coupling [3], observation of the
Rabi oscillations [4–6], emission of non-classical light [7],
and emission of entangled photons [8, 9].

However, unlike atoms, self-assembled QDs can be eas-
ily embedded into other semiconductor devices. It allows
not only to study novel effects related to zero-dimensional
structures, but also to exploit the atomic-like energy
structure of QDs in devices. One of the most impor-
tant possibilities is to embed the dots in a field effect
[10] or diode [11] structure and, by changing a bias, tune
the QD charge state [12]. Sequential injection of elec-
trons into the dots is possible because of a Coulomb
blockade: addition of an electron raises the electrostatic
barrier for adding another one — another feature of the
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zero-dimensional density of states [13]. By tuning the
bias, controlling the charge state of a single dot in the
range between −8e and +6e was demonstrated [14] and
allowed to assess the way the QD occupancy builds up.
By measuring the photoluminescence (PL) spectrum, it
was shown that the electrons fill the QD shells according
to the Hund rule and the Aufbau principle, but for the
holes both of these rules are violated [15, 16]. Application
of a bias in the field-effect structure result in an electric
field and thus makes possible the studies of a quantum
confined Stark effect (QCSE) [17, 18]. The magnitudes of
the Stark shifts of the excitonic transitions are sensitive
to the charge distributions within a dot [19] and there-
fore provide a spectroscopic access to QD morphology
and charge redistributions upon changing the dot occu-
pancy [20]. On the other hand, electric field enables sep-
aration of the photocreated electron–hole pair by tunnel-
ing one of the carriers ahead of the other. The resulting
photocurrent can be used as a spectrum analyzer with
ultrahigh bias-tunable sensitivity [21]. In particular, it
can provide a tool for studies of single electron coher-
ence [21, 22] and two-qubit conditional logic operations
[23, 24]. On the other hand, the isolated carrier can be
exploited as a single spin memory device [25, 26]. More-
over, separating the electron in a dot enabled a direct
measurement of its transverse spin relaxation time [25].

Most of the QD research concentrates on the InGaAs
dots, where growth procedures are well established. In-
deed, coherent control of a QD exciton — an important
prerequisite for quantum information applications — was
demonstrated as early as in 1998 [4]. The main obstacle
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on the way to implementation in quantum devices is de-
coherence of the qubit. Its major source was identified
as resulting from interaction with the nuclei of the atoms
building a dot [27, 28], which provide a magnetic-like fluc-
tuating field. Control of the dot charge state made it pos-
sible to monitor and control the polarization of the nuclei
[29–31]. CdTe dots offer an interesting alternative with
an advantage of smaller hyperfine interactions. Natural
abundances of isotopes with a non-vanishing spin is four
times smaller in CdTe compared to InAs, and nuclear
magnetic moments are 3 to 9 times smaller. Controlling
the charge state should allow to evaluate the strength of
the hyperfine interactions in a CdTe dot. Another impor-
tant advantage of CdTe dots over those of InGaAs is the
possibility of isoelectronic doping with multiple Mn ions
[32, 33]. Electrical control of the charge state of such
semimagnetic dots is expected to enable tailoring and
switching the magnetization on and off [34–36]. Hence,
in order to exploit the advantages of CdTe as the QD
material, controllable charging is crucial.

In this report, we summarize our achievements in con-
trol and understanding of charging effects in single CdTe
QDs. We start with a short description of CdTe QD fab-
rication methods and present basic spectroscopic proper-
ties of these dots. We then discuss the shape of the emis-
sion spectrum under low excitation density, where only
the lowest electron and hole shell is occupied. We focus
on the universality of the transition sequence and relate it
to strong Coulomb correlations. We compare the spectro-
scopic signatures to those characteristic of self-assembled
InAs dots and GaAs dots formed on monolayer well width
fluctuations (“natural” dots). In the next section, we in-
vestigate further the Coulomb correlations by analyzing
the decay rates of the PL transitions. We find that the
confinement conditions in these dots are rather far from
the strong confinement limit and that the recombination
rates depend on the dot occupancy. In the subsequent
section, we study charging behaviors of three different
structures designed to provide charge tunability. In all of
these structures, the dots are embedded in a depletion re-
gion of a diode structure. The electric field resulting from
the applied bias gives rise to the QCSE. We analyze it in
the usual framework of perturbation theory and extract
information on charge distributions and their modifica-
tions in electric field. In the last section, we conclude and
provide a (somewhat subjective) outlook on the studies
of these CdTe dots.

2. Fabrication and basic properties
of CdTe quantum dots

CdTe dots grown by molecular beam epitaxy (MBE)
are usually formed via a modified Stranski–Krastanov
procedure. In the method currently applied most often,
a strained layer of CdTe (width not exceeding the crit-
ical thickness for dislocation formation) is deposited at
≈ 280 ◦C. The growth temperature is then lowered to
room temperature and the layer is covered with amor-
phous tellurium [37] or zinc [38]. After increasing the

temperature to ≈ 220 ◦C, the amorphous layer is des-
orbed and the dots are formed as a result of changing the
balance between the elastic and surface energies. The
dots are approximately lens-shaped, with base diame-
ter in the range between 20 and 40 nm, and heights
from 2 to 8 nm [37] and their density is on the order
of 1010 cm−2. Another fabrication method involves a
deposition of the strained CdTe layer at an elevated tem-
perature of ≈ 420 ◦C, whereupon the dots form sponta-
neously. In this case the dots are substantially smaller,
with diameters of about 2–4 nm [39, 40]. The QD den-
sity is as high as 1012 cm−2 [41], which makes single dot
studies more difficult. The former growth mechanism al-
lows to obtain vertically stacked dots, as in the case of
InAs system [42], whereas in the latter, QD layers rather
form a superlattice, in which the dots in subsequent lay-
ers spatially avoid each other [43].

Zero-dimensional density of states of these structures
is confirmed by e.g., measurement of the PL lineshape
as a function of temperature. At 5 K, the PL tran-
sition has a shape of a Lorentzian with a linewidth
of ≈ 150 µeV. This zero-phonon line broadens as the
temperature is increased and simultaneously phonon
side-bands develop [44]. Single photon emission was
demonstrated by photon correlation measurements in a
Hanbury-Brown and Twiss setup [45], which revealed an-
tibunching of photons coming from the same transitions
and bunching in a biexciton–exciton cascade [46]. Unfor-
tunately, these dots exhibit anisotropic exchange split-
ting of the neutral exciton ground state [47] analogous to
the one observed in the InGaAs QDs [48], hindering the
emission of entangled photons. In the CdTe case how-
ever, the direction of the anisotropy varies from dot to
dot and is not related to any crystallographic axes [47].
The energy levels of these dots exhibit an atomic-like
shell structure as demonstrated by high excitation spec-
troscopy [49].

As mentioned in Introduction, CdTe dots can be easily
doped with Mn ions. In particular, a dot with a single
Mn ion can be fabricated [50, 51]. It allows to manip-
ulate and read out the state of a single ion with spec-
troscopic tools. In particular, optical orientation of the
Mn spin was demonstrated by selective excitation either
resonantly [52] or quasi-resonantly via a tunnel-coupled
CdTe dot [53]. Importantly, charge control of a dot with
a single Mn ion was demonstrated. It provided a direct
method of tailoring the spin properties of the exciton–Mn
ion system [54].

PL excitation experiments on CdTe dots reveal quasi
two-dimensional excited states [40], which replace the
wetting layer usually present in InGaAs system. It is
proposed that these states originate from micrometer
sized platelets, on which the dots are grown [55]. Also,
a quasiresonant excitation via LO phonon-assisted pro-
cess was demonstrated [40], however it appears that it is
only efficient for dots with diameters below 10 nm. Sin-
gle dots spectroscopy reveals transitions related to differ-
ent occupancies of a dot. Upon non-resonant continuous
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excitation, transitions related to different charges states
coexist [56] due to a non-geminate carrier capture occur-
ring on a sub-nanosecond time scale [57]. In the following
section, we discuss the details of the single dot emission
spectrum.

3. Single dot emission spectrum

In Fig. 1, we show PL spectra for two different dots —
grown from 2 and 6 ML thick CdTe layers using the tel-
lurium desorption procedure [37] described above. The
excitation wavelength is 532 nm, providing below barrier
pumping. In both cases, the spectra consist of four ma-
jor transitions with the one at highest energy separated
from the remaining three. We identify these transitions
as recombinations of a neutral exciton (X0), two charged
excitons (X+ and X−), and a biexciton (XX) in a se-
quence where EX0 > EX+ > EX− > E2X, where Eχ is
the emission energy of the complex χ.

Fig. 1. PL spectra of two single QDs grown from 2 ML
(top) and 6 ML (bottom) thick CdTe layer. Top axis is
relative to the X0 PL energy.

In Fig. 2 we present spectroscopic shifts, taken as the
Eχ −EX0 , for 12 different QDs, grown at three different
MBE labs, all of them exhibiting the same transition se-
quence. The identification of the transitions is based on
the comparison of the spectroscopic shifts with those re-
ported in literature. In fact, whenever the charge state of
a recombining complex was determined [46, 54, 57–61],
either by photon correlation measurements [46, 57], by
charging behavior in electric field [54, 61], by optical
anisotropy [57, 58] or optical orientation [60], the same
transition sequence was observed. A study of 200 dots
corroborating this observation was reported [62]. How-
ever, we cannot exclude the possibility of another transi-
tion sequence, especially for small dots emitting at high
energies (see below).

The universal redshift of the recombinations of charged
complexes stand in strong contrast to the spectroscopic
shifts measured for self-assembled InGaAs dots in GaAs
barriers, where both the redshift and blueshift of the X+

with respect to the X0 was observed [63]. Theoretically,

Fig. 2. Spectroscopic shifts of different excitonic com-
plexes for seven QDs studied in this work and compared
with five other reported in literature.

the sign of the spectroscopic shift is determined by the
QD morphology, where In/Ga intermixing and dot height
are crucial parameters [50]. Clearly, a qualitatively dif-
ferent situation is encountered in CdTe dots, where for all
reported dots the transition sequence is the same [61, 62].

In order to explain the universal redshift of the charged
exciton transitions, we describe the spectroscopic shifts
separating the contributions of single particle Coulomb
interactions, usually calculated in the framework of the
Hartree–Fock (HF) approximation, from the Coulomb
correlations resulting from the fact that electron and hole
in-plane motions are not independent [64, 65], and from
exchange energies important for multiply charged com-
plexes to account for their fine structure [12, 16, 66] and
exchange induced band gap renormalization [67]. Under
such approach, the s-shell emission energy of a complex
containing Ne electrons and Nh holes, reads

E(Ne, Nh) = Ee1 + Eh1 − Jeh

+
∑

e

(Jee − Jeh) +
∑

h

(Jhh − Jeh)

+∆corr(Ne, Nh) + ∆exch(Ne, Nh) , (1)

where Ee1, Eh1 are single particle electron and hole
ground state energies,

Jij = e2

∫ |Ψ(ri)|2|Ψ(rj)|2
ε|ri − rj | dri drj

is a Coulomb integral describing a direct interaction be-
tween particle i and particle j and ∆corr, ∆exch are cor-
relation and exchange energies, respectively. Thus, the
first line is the emission energy of a single electron–hole
pair (a neutral exciton), the second presents HF energies
resulting from the interactions between remaining carri-
ers in the complex, and the third and fourth lines are,
respectively, correlation and exchange corrections, both
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of them negative [65]. In the following, we shall neglect
the exchange corrections, since we are only interested in
the four transitions shown in Fig. 1.

The contributions of the HF terms and correlation en-
ergies are schematically depicted in Fig. 3. The top curve
represents a spectrum of the neutral exciton. If only the
HF energies were to be taken into account, only single
particle electron and hole wave functions would be im-
portant. Then, spectroscopic shifts for the X+ and X−
are given by [68]:

EX+ − EX0 = Jee − Jeh ,

EX− − EX0 = Jhh − Jeh . (2)

If we assume that the wave function of a hole, due to a
larger effective mass, is spatially less extended than that
of an electron, then Jhh > Jeh > Jee and we find the X+

transition blueshifted and X− redshifted with respect to
the X0 as depicted in the middle spectrum in Fig. 3. Such

Fig. 3. A scheme showing different contributions to
charged exciton spectroscopic shifts (confront Eq. (1)
and see text). Top: X0 PL spectrum. Middle: X0,
X+, and X− spectra modeled by only including single
particle contributions. Bottom: spectrum modeled by
taking into account both single particle and correlation
contributions.

a transition sequence is reported for a majority of self-
-assembled InGaAs dots [15, 29, 63, 65, 69, 70], proving
that in this system the confinement, i.e., the shape of the
single particle wave functions, is the main contribution to
the spectroscopic shifts. When we include the correlation
energies, both the X+ and X− redshift. If the correlations
dominate over the direct Coulomb contributions, both of
these transitions end up on the low energy side of the
X0 as shown in the bottom spectrum in Fig. 3. There-
fore, we conclude that in CdTe QDs the Coulomb corre-
lations dominate over the contributions related solely to
confinement. These correlations can be described in the
language of configuration mixing (or configuration inter-
action, CI): the Coulomb interaction induces mixing of
different excitonic configurations related to occupancies
of more than one electron and hole shell [64, 71, 72]. We
will discuss the details of the configuration mixing below,
when assessing the lifetimes and Stark shifts of charged
exciton transitions.

We remark that the redshift of both charged exciton
transitions with respect to the X0 has also been observed

for GaAs QDs fabricated by monolayer well width fluctu-
ations [73]. In fact, the same transition sequence where
EX0 > EX+ > EX− was reported for more than 30 dots
with different morphologies. These dots are substantially
larger than self-assembled, epitaxial InGaAs dots so in
the following we will intend to relate the size with the im-
pact of the Coulomb correlations on spectroscopic prop-
erties of CdTe dots.

4. Recombination rates

Measurements of recombination rates yield additional
information on the wave functions of carriers and exci-
tons. In particular, they allow to assess the nature of
the excitonic confinement and variations of single carrier
wave functions upon changing the dot occupancy [63, 64].
In the strong confinement limit (SCL), where the exci-
tonic Bohr radius is much larger than the size of a dot,
the form of the wave functions is determined only by
the QD morphology and very weakly modified by the
Coulomb interactions. Hence, the recombination rates
for single neutral and charged excitons are independent
of the charge state and the biexciton decay is twice as
fast as the single exciton decay, since the 2X has two de-
cay channels, while X0 has only one. In this case, we can
treat the wave functions as stiff and the Coulomb inter-
actions as a perturbation to the QD confinement. For
the SCL, the decay rate within a two-level model is given
by [75]:

τ =
3λ2

PLε0cm0

2πne2f
, (3)

where λPL is the PL wavelength, n is the refractive in-
dex of the medium surrounding the dot (ZnTe) and f —
the oscillator strength proportional to the overlap inte-
gral 〈φe|φh〉 [76]:

f = |〈φe|φh〉|2 EP

2EPL
, (4)

where EPL is the PL photon energy and EP = 17.9 eV
is the Kane energy for CdTe and in the strong confine-
ment limit 〈φe|φh〉 = 1. The above formula yields for a
CdTe QD in a ZnTe matrix (n = 3.0) emitting at 2.0 eV
a decay rate of 0.77 ns−1.

In Fig. 4a, we show a map of a single dot PL sig-
nal time-resolved with a streak camera with an overall
resolution of about 10 ps. The excitation source is a
frequency doubled output of an optical parametric os-
cillator (providing an excitation wavelength of 532 nm)
pumped with a Ti:sapphire 2 ps laser. Figure 4b presents
a time-integrated spectrum exhibiting the familiar four
transitions (confront with Fig. 1). Figure 4c shows the
temporal profile of the X0 transition together with a fit-
ted monoexponential decay. The fitted decay is offset
with a constant value to account for the dark counts as
well as a very long (several ns) decay associated with
carrier recapture and/or dark exciton recombination. In
order to draw robust conclusions, we analyze temporal
decays from 6 different dots. We extract the recombi-
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Fig. 4. (a) Time-resolved PL map of a single QD sig-
nal. (b) Single dot PL spectrum time-integrated from
the map in (a). (c) Temporal profile of X0 recombina-
tion from (a).

nation rates Γ by fitting the monoexponential decays as
shown in Fig. 4c. For the case of the X0, the mean decay
rate ΓX0 = 4.3 ns−1, which is more than a factor of 5
larger than what we evaluate for the SCL. It is a direct
indication that the confinement conditions in CdTe QDs
are far from strong confinement limit.

In Table I, we compare excitonic Bohr radii with dot
sizes for three systems: self-assembled InAs and CdTe
dots and “natural” GaAs dots [77]. Only for the first
system, the Bohr radius is comparable to the dot lateral
diameter. Consequently, in these dots the recombina-
tion rates are relatively close to the values expected for
the SCL [63, 78]. Totally different situation is encoun-
tered for CdTe and “natural” GaAs dots. In the former
case the Bohr radius is about 3.5 nm much smaller than
a typical lateral self-assembled QD size. In the latter
case, the lateral size is very large, with diameters larger
than 20 nm owing to the fabrication procedures of the
“natural” dots [73]. In both of these cases, the recombi-
nation rates are substantially larger than the ones eval-
uated for the SCL using Eq. (3). We therefore conclude
that, in terms of confinement conditions, self assembled
CdTe dots resemble rather the “natural” GaAs QDs than
InAs self assembled dots — they are far from the strong
confinement limit.

TABLE I
Comparison of Bohr radii and dot lateral sizes for three systems discussed in the text.

System Bohr
radius

Lateral diameter
L

Decay rate
ΓX0

ΓSCL

self-assembled InAs QDs 13 nm 5 < L < 15 nm [20, 63] 0.67 < ΓX0 < 1.25 ns−1 [63, 78] 0.87 ns−1 [63]
self-assembled CdTe QDs 3.5 nm 10 < L < 20 nm [37] 4.3 ns−1 0.77 ns−1

“natural” GaAs QDs 13 nm 20 nm < L [73] 20 < ΓX0 < 40 ns−1 [79] 1.0 ns−1

Even a superficial inspection of Fig. 4 suggests that Γ
depends on the QD charge state. In Fig. 5, we plot the
extracted decay rates for charged excitons and biexciton
transition as well as a transition slightly redshifted with
respect to 2X, which we tentatively ascribe to charged
biexciton recombination [62] and label as 2X?. The de-
cay rates are given in units of the ΓX0 given in the leg-
end. It is clear that the decay rate depends on the
QD occupancy. In particular, we find that on average
ΓX+/ΓX0 = 0.85 ± 0.04 and ΓX−/ΓX0 = 0.96 ± 0.04.
Measured decay rates Γ are compared with decay rates
expected for strong confinement limit ΓSCL. Thus, the
recombination rate is decreased for the X+ and almost
unaffected for the X−. For the biexciton transitions,
Γ2X/ΓX0 = 1.37± 0.09 and Γ2X?/ΓX0 = 1.39± 0.15 both
substantially slower than what is expected for the SCL,
where Γ2X/ΓX0 = 2.

The above observations indicate that for a dot occu-
pied with a neutral exciton, the charging with a second
hole results in stronger wave function modification than

Fig. 5. Decay rates Γ relative to X0 decay rate for dif-
ferent excitonic complexes.

when adding a second electron. If only the single particle,
uncorrelated wave function were considered, this conclu-
sion would point to a decrease of the electron–hole over-
lap, when charging with an extra hole. However, since in
the previous section we pointed out that the correlation
effects are not negligible, we have to include them in the
evaluation of the modifications of the decay rates. De-
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creased recombination rate suggests that the correlations
admix a significant amount of optically inactive, dark
configurations to the X+ wave function. The noticeable
decrease of the ΓX+ decay rate and a weaker change of
the ΓX− with respect to the ΓX0 suggests that admix-
tures involving higher shell hole states are much stronger
than admixtures of higher electronic states. We therefore
conclude that the hole wave function is rather soft, while
the electron wave function is rather stiff. These conclu-
sions are correlated with the confinement conditions in
the valence and conduction bands, respectively. In the
CdTe/ZnTe system, the valence band offset is negligible
and the hole confinement stems mostly from the strain.
Shallow confinement facilitates the Coulomb correlations
by admixtures of higher shell states. Conversely, since al-
most all of the band offset produces the conduction band
confinement, the electrons are rather strongly confined.
Due to their smaller mass, the electronic shells are fur-
ther separated than hole shells and mixing of different
electronic configurations is not as important as for the
holes.

We remark that recombination rates for different
charge complexes in a CdTe QD have recently been cal-
culated within an effective mass approximation, includ-
ing the configuration mixing [80]. The model correctly
predicted the decay rates, however, was not able to repro-
duce the magnitudes of the spectroscopic shifts, possibly
due to not enough number of shells taken into consider-
ation when constructing the correlated wave functions.
We also note that analogous conclusions regarding the
different importance of the Coulomb correlations for con-
duction and valence bands were reached for the InGaAs
dots despite entirely different potential depths and di-
electric constants [63, 64].

5. Charge tuning and Stark effect

In order to gain more insight into the electron and
hole wave functions and the charge redistributions upon
changing the dot occupancy, we perform PL measure-
ments for dots in electric field. The dots are embedded
in either a field-effect p–i-Schottky structure or a n–i–p
diode. Details of the sample structures are depicted in
the top row of Fig. 6. In the former structure, the back
contact is a p-type ZnTe layer and on top a semitranspar-
ent Ni/Au Schottky gate is evaporated [61]. The design
of this structure is analogous to those routinely employed
to control the charge state of InGaAs dots [12, 14, 15, 20,
29, 63, 69] via the Coulomb blockade effect described in
Introduction. In the latter structure, a dot layer is em-
bedded between an iodine doped n-type CdTe layer on
the bottom and a nitrogen doped p-type ZnTe on top.
In this structure the charge can be tuned by taking ad-
vantage of different capture rates for electrons and holes
and their dependences on electric field. Before discussing
the effect of the electric field on electron and hole wave
functions, we will address the efficiency of charge control
in the two types of structures.

Fig. 6. Charging behavior for three structures dis-
cussed in the text. Left column: p–i-Schottky struc-
ture with CdTe QDs in ZnTe barriers. Middle column:
n–i–p diode structure with CdTe QDs in ZnTe barriers.
Right column: p–i-Schottky structure with CdTe QDs
in Zn0.9Mg0.1Te barriers. First row: sample structure.
Second row: PL maps as a function of bias. Third row:
PL intensity dependence on electric field.

In the left column of Fig. 6, we show the results for a
QD in a p–i-Schottky structure depicted schematically on
top left of the figure. The map in the middle left presents
the bias dependence of the PL spectra. At negative (re-
verse) bias, the X− and X0 transitions are seen. As the
bias is increased, the X− loses strength, while X+ and 2X
appear and eventually the X+ dominates the spectrum at
positive (forward) bias. The intensities of the four tran-
sitions are presented in the bottom graph as a function
of the electric field F = (U − Ubi)/w, where w is the
width of the intrinsic region and U and Ubi are applied
and built-in voltages, respectively. For forward bias, the
electric field is screened by the current flow and therefore
we use the curvature of the X0 Stark shift to calibrate the
electric field [61]. It is clear that charge tunability is very
limited in this structure as different charge states coexist
in a large range of electric fields. The reason for this be-
havior is a wide spacer layer between the hole reservoir
and the QD. Its width is 80 nm, which makes the tunnel
coupling relatively weak. Moreover, the excitation wave-
length of 532 nm results in creation of electron–hole pairs
above the dot excited states [55] and hence their separate
trapping by the QD potential. Apparently and expect-
edly for such a wide barrier, the tunneling rate is slower
than the capture rate, which results in a coexistence of
charge states [61, 81].

A different situation is encountered for the n–i–p struc-
ture presented in the top middle picture of Fig. 6. The
spacer between the dots and the n-type CdTe consists of
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a 50 nm thick Cd1−xZnxTe layer with a gradient of zinc
fraction x along the growth axis and a 50 nm thick ZnTe
layer. The map of the PL bias dependence presented
in Fig. 6 (middle) also shows a coexistence of charge
states, but analysis of the PL intensities (middle bot-
tom) clearly show ranges of electric field, where one of the
charge states dominates. Namely, for F < −90 kV/cm,
the dot is charged with a single electron and the X−
recombination is the strongest transition. The domi-
nation of the X− occurs as a result of enhanced hole
tunneling out of the dot under reverse bias [82]. For
−90 < F < −40 kV/cm, the hole tunneling is slowed
down, the dot is neutral, and the X0 and 2X domi-
nate the spectrum. Above −40 kV/cm, the intensities
of neutral complexes decrease, while the X+ intensity in-
creases. However, the X+ intensity is still lower than
that of the 2X. This is probably due to a large excitation
density enabling capture of two electron–hole pairs be-
fore one of them recombines. Indeed, at low energy side
of the 2X transition another transition appears simulta-
neously with the X+ and has almost identical intensity
dependence on electric field. We identify it therefore as
a positively charged biexciton 2X+.

The best performance in terms of charge tunability is
obtained for the structure depicted in the right column of
Fig. 6. In this case, the dots are grown in Zn0.9Mg0.1Te
barriers to enhance the confinement in the valence band.
As a result, the charge fluctuations are suppressed and
clear charging steps are observed. Moreover, the tunnel
spacer layer in this sample is 15 nm, which greatly in-
creases the tunneling rate for holes from the back contact
to the dots. The intensity dependence on F clearly shows
that at F < −80 kV/cm the dot is negatively charged,
neutral for −80 < F < 100 kV/cm and positively charged
for F > 100 kV/cm.

Fig. 7. Stark shifts for X0, X+, X−, and 2X transi-
tions with fitted second order polynomials according
to Eq. (5).

The electric field not only leads to changes in QD oc-
cupancies, but also shifts the transition energies due to
the QCSE. For moderate fields, the transition energies
are well approximated by the second order of the pertur-
bation expansion and given by

E(F ) = E(0)− pF + βF 2, (5)

where p and β are the built-in dipole moment and
electron–hole polarizability, respectively [19, 20]. The
former value yields a distance between the centers of
gravity of electron and hole wave functions under no elec-
tric field and the latter evaluates, how easily they can be
pulled apart. Fitting of Eq. (5) to the Stark shifts of X0,
X+, X−, and 2X transitions for the dot embedded in a
n–i–p structure is presented in Fig. 7.

Polarizability obtained from the fit for the X0 tran-
sition is β/e = 17.3 ± 0.4 nm2/V. For the dot pre-
sented in the left column of Fig. 6, we obtained β/e =
5.7 ± 0.9 nm2/V [61]. These values are substantially
smaller than β ≈ 40 nm2/V reported for InAs dots
[20] pointing to stronger Coulomb attraction between the
electron and the hole in the II–VI compound.

TABLE II

Values of built-in dipole moment p obtained for different
excitonic complexes by fitting of Eq. (5) to the transition
energies dependence on electric field as shown in Fig. 7.
The reduction of p relative to the X0 is demonstrated.

p–i-Schottky [61] n–i–p
p/e [Å] ∆p/pX0 p/e [Å] ∆p/pX0

X0 0.89± 0.03 – 0.50± 0.02 –
X+ 0.08± 0.02 −91% 0.39± 0.02 −22%
X− 0.45± 0.02 −49% 0.42± 0.02 −8%
2X 0.48± 0.01 −46% 0.36± 0.01 −28%

Obtained values of the built-in dipole p together with
a reduction relative to the value for the X0 are presented
in Table II for the dots in the left and middle columns of
Fig. 6. The built-in dipole evaluated from fitting in Fig. 7
is pX0/e = +0.50 ± 0.02 Å, while for the dot in the left
column of Fig. 6 we obtained pX0/e = +0.89±0.03 Å. For
both of the dots, the sign of p is positive, indicating that
under zero electric field, looking along the growth axis,
the hole is located above the electron. This alignment is
contrary to what is expected for a pure CdTe dot in a
ZnTe barrier. Obviously, for a dot with a translational
symmetry along the growth axis, no dipole moment is
expected. For a lens shaped dot, along the growth axis
the lateral size decreases and hence the in-plane poten-
tial well becomes shallower towards the apex of the dot.
One would expect therefore that the hole, as a heavier
particle, would localize closer to the QD base, while the
electron would remain closer to the top. This is clearly
not the case implying that the dot is not homogeneous
along the growth axis. Indeed, such inverted carrier
alignment was also observed in InAs dots [11] and in-
terpreted as resulting from In/Ga intermixing along the
growth axis [19]. We therefore suggest that Cd/Zn in-
termixing is responsible for the positive built-in dipoles
in the CdTe dots discussed here. We remark however
that, similarly to the InAs dot [20], the magnitude of p
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depends on the emission energy, thus on the dot size, in-
dicating again a strong sensitivity of the dipole value to
QD morphology.

The value of the dipole moment decreases when carri-
ers are added to a dot occupied by a single exciton (see
Table II). This effect is a direct consequence of wave func-
tion redistributions upon changing the dot occupancy.
We find that upon addition of an extra hole, the de-
crease in p is stronger than when adding a second elec-
tron. This is another indication of the hole wave function
being softer than electron wave function as pointed out
in the discussion of recombination rates.

6. Conclusions and outlook

Our results show that the Coulomb correlations in self-
-assembled CdTe QDs are the major factors determining
the optical spectra and recombination rates. In all the
studied dots (and in those reported by other groups) the
transition sequence is the same underlying the robust-
ness of the correlation effects. Namely, charged exciton
recombinations are always redshifted with respect to the
neutral exciton, in stark contrast with the InGaAs QDs,
where redshifts and blueshifts were reported. Also, en-
hanced Coulomb correlations result in an increase of the
recombination rate with respect to the strong confine-
ment limit, where correlations are absent. We find that
the rates in CdTe QDs are over a factor of 5 larger than
what is expected for the strong confinement limit. When
the confinement is relatively weak, the exciton can be
viewed as a quasi-free particle moving in the QD po-
tential and picking up radiative contributions from each
elementary cell [63]. As a result, we deal with a sort of
a superradiant effect, which leads to accelerated emis-
sion. Analogous conclusions regarding the importance
of correlation effects can be reached for “natural” GaAs
QDs. In that case, the charged exciton recombinations
are also always on the low energy side of the neutral exci-
ton [73] and the acceleration of the recombination is even
more pronounced (see Table I). We therefore conclude
that the confinement conditions in CdTe QDs resemble
rather the “natural” GaAs dots than the self-assembled
InGaAs system.

We remark that CdTe QDs form a very inhomogeneous
ensemble and therefore we cannot exclude a possibility
of finding dots with a much stronger confinement, where
both the transition sequence and recombinations rates
would be different. We would expect such dots on the
high energy side of the ensemble emission band and fabri-
cated from a relatively wide CdTe layer, which was shown
to decrease the lateral size [49]. For such dots, we would
expect a transition sequence similar to the one reported
for a majority of InGaAs dots, with the X+ blueshifted
with respect to the X0. As for the decay rates, the ra-
diative decay rate should be much smaller compared to
the dots described here. However, since the transition
energy of such dots would be on the high energy side
of the ensemble PL band, probably the observed decays

would be shortened due to excitation transfer between
the dots [41].

We demonstrate that the recombination rates depend
on the QD charge state. We find that on average the
emission rate is decreased upon addition of an extra hole,
while adding an extra electron result in a much smaller
effect. We thus conclude that the hole wave function
undergoes a stronger redistribution upon charging than
electron wave function. We support this conclusion with
a measurement of a built-in dipole moment, which pro-
vides mean electron–hole distance in a dot. We evaluate
the built-in dipole from analysis of the Stark shifts of
QD transitions. We find that the value of the built-in
dipole is importantly reduced upon addition of an extra
hole, while weakly modified when charging with an extra
electron. Therefore, the analysis of the decay rates and
built-in dipole reductions lead us to a conclusion that the
hole wave function is rather soft, while the electron wave
function is rather stiff. These findings are related to the
confinement conditions in valence and conduction bands,
respectively. Owing to a small CdTe/ZnTe valence band
offset, the hole confinement is rather weak. On the other
hand, almost all the band offset produces the confine-
ment for the electrons, which as a result are confined
more strongly. Weak confinement facilitates configura-
tion mixing, which on the one hand results in a decrease
of the recombination rates (by admixtures of optically
inactive configurations) and on the other hand leads to a
decrease of the built-in dipole.

In order to provide tunable charging of a dot, we fab-
ricate field effect or diode structures with dots embedded
in the intrinsic region. We employ three different ap-
proaches: CdTe dots in ZnTe barriers in p–i-Schottky or
n–i–p structures and CdTe dots in a Zn1−xMgxTe bar-
rier with increased valence band confinement. We found
that this last structure provided clearest charging steps
however a detailed study of the influence of the width of
the spacer layer separating the dots from p-type layer in
the p–i-Schottky structure is necessary.

We hope that our studies of charging effects in CdTe
QDs will become a starting point to other, more sophisti-
cated investigations. In particular, we believe that evalu-
ation of hyperfine interaction strength deserves immedi-
ate attention. As mentioned in Introduction, a substan-
tially weaker nuclei-induced qubit dephasing is expected
as a result of much smaller abundances of non-zero spin
isotopes. Nuclear polarization can be created by either
pumping a single carrier with a well defined spin, or by
separating the photocarriers by electric field to keep them
from recombining as was already shown [82].

Another important goal is to demonstrate electrical
control of magnetization in Cd1−xMnxTe QDs. We have
shown how to monitor the formation of the magnetization
in single dots [33]. It is now necessary to perform an anal-
ogous experiment under conditions of controllable charg-
ing and observe changes in formation dynamics. Such
an experiment should also provide new data on charged
excitons in these multiply Mn-doped QDs.
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Although charge control of a single Mn-doped CdTe
QD has already been demonstrated [54], it would be very
interesting to apply it to studies of the orientation dy-
namics of the Mn spin. Apart from clear benefits from
the basic research standpoint, the data could enable op-
timization of information storage for potential devices.

Any coherent control of a QD qubit requires a reso-
nant (or quasi-resonant) selective excitation of the neu-
tral exciton [4, 5]. Dots embedded in field effect struc-
tures make possible a readout of the qubit state without
blinding the detector when measuring resonantly excited
PL. Namely, by measuring the photocurrent it is possible
to perform even two-qubit operations [23]. We hope that
our studies of electron storage [82] will lay ground for the
experiments involving qubit operations in CdTe QDs.

As pointed out in Introduction, growth of vertically
stacked CdTe dots is feasible. It is therefore possible
to study electronic coupling in two layers of dots and
demonstrate formation of a quantum dot molecule. Such
objects have already been studied in the InGaAs system
[83] and the coupling was understood in terms of single
carrier tunneling. Due to stronger Coulomb correlations
in CdTe dots, here the coupling schemes could be very
different. In particular, it would be important to as-
sess whether a long range coupling could be present. It
was shown for CdSe dots that such long-range interaction
can lead to a superradiant effect [84]. Different coupling
mechanisms could possibly lead to new strategies in ap-
plications of CdTe dots as quantum gates. Combining
the coupling within a QD molecule with giant Zeeman
effect of Mn-doped QDs should provide a possibility to
control the coupling by magnetic field.
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