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Abstract

Resear ch background: The issue of predicting the financial situatiorcofmpanies is a relatively
young field of economic research. Its origin ddiask to the 30's of the 20th century, but con-
stant research in this area proves the currentfebss topic even today. The issue of predicting
the financial situation of a company is up to daé only for the company itself, but also for all
stakeholders.

Purpose of the article: The main purpose of this study is to create nevdiptien models by
using the method of decision trees, in achievinfficgent prediction power of the generated
model with a large database of real data on Palishpanies obtained from the Amadeus data-
base.

Methods: As a result of the development of artificial inigdnce, new methods for predicting
financial failure of the company have been intragtlinto financial prediction analysis. One of
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the most widely used data mining techniques in fikigl is the method of decision trees. In the
paper, we applied the CART and CHAID approach sat@ a model of predicting the financial
difficulties of Polish companies.

Findings & Value added: For the creation of the prediction model, a tofaB® financial and
economic indicators of Polish companies were uhkd.resulting decision trees based prediction
models for Polish companies reach a prediction pavfienore than 98%. The success of the
classification for non-prosperous companies is nibee 83%. The created decision tree-based
prediction models are useful mainly for predictthe financial difficulties of Polish companies,
but can also be used for companies in another pount

I ntroduction

Business failure prediction has been an interedtiipic over the recent
decades because of its great importance for compamiterested stake-
holders and even for the economy of a countnhdfgrediction of business
failure is reliable, managers of companies camaigtremedial measures to
avoid financial distress or even bankruptcy. Alswestors can make the
company profitable and adjust their investmenttatyias to reduce antici-
pated losses. However, the rapid development ofapéal market and the
globalisation has increased the number of compahissover the years,
suffer from financial distress.

The main aim of our research is to create a busifahire prediction
model for Polish companies using CART and CHAIDvgray algorithm.
For model development, real data of nearly 29,00l companies were
used. Therefore, it can be expected that the mredlects the actual speci-
fications of the Polish economy. There is a potrif this model to be-
come a commonly used tool for predicting the bussniilure of Polish
companies. Our model achieves pretty high prediciaility.

The purpose of the paper is to solve the reseamhlgm by the for-
mation of a model of the business failure iderdifion, based on the signif-
icant financial indicators identified by the growgimlgorithm CART and
CHAID. The main contribution of the paper is theritification of the most
significant predictors and modelling of busineskifa of Polish companies
one year in advance. The originality of the artigds in the identification
of the significant determinants in actual Polisima@itons by modelling of
business failure. Models are constructed withogaré to any sector, thus
eliminating potential financial risks threatenirge tcompany, which can be
useful not only for companies themselves, but fdsall market subjects.

The paper is divided into four main parts. Literatveview focuses on
the development in the field of business failurediction models. The
Research section depicts a brief description ai datPolish companies —
financial indicators used as potential predictarsttie prediction model.
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This section also specifies the methodology of gngwalgorithm CART

and CHAID. Results section is focused on the dp8ori of the created
models. Discussion compares and analyses the stafliether authors in
the field of decision tree prediction models andnpares the prediction
ability of our models with other models based om dnalysis of classifica-
tion table and the AUC value.

Literaturereview

Since the first developed prediction model (Fitep&t 1932, pp. 727—
731), there have been numerous pieces of reseangh Warious predictors
have been identified to predict the future situatad companies. As the
pioneer model can be denoted Altman model constduby Multidimen-

sional discriminant analysis (MDA) (Altman, 196&).589-609), Ohlson
LOGIT-type model (Ohlson, 1980, pp. 109-131), amdij@wski model

developed by Probit analysis (Zmijewski, 1984, pp—82; Valaskova,
2018).

These classical statistical techniques are stillelyi used to create pre-
diction models despite their unrealistic assumtidfliestik et al. (2018)
created MDA-based model for individual Visegrad @rocountries and
a complex Visegrad model. In 2017, Kovacova anedfik created a Slo-
vak national model using LOGIT and Probit applicatiThe authors con-
cluded that their LOGIT-based model outperformsptnodels construct-
ed in the conditions of Slovakia.

Other statistical methods are not so popular irfitld of business fail-
ure prediction, because they require more commusitor do not act so
accurate. Karagt al. (2017) studied the possibilities of business failu
prediction of agricultural companies. They validhtearious MDA and
LOGIT-based models. The models based on logisticession exhibited
better results than traditional Z-score models thasethe MDA approach.

Among the most used data mining techniques, onlgaiscbased on de-
cision trees (DT) are commonly used by economists@mpany manag-
ers (Linet al, 2017, pp. 1158-1170). Frydmanhal. (1985, pp. 269-291)
were the first who used DT to predict businessifeil They found their DT
to be a better predictor of business failure comgavith MDA. Since then,
many models have been created using these techrniguieis field. Karas
and Reznakova (2017, pp. 145-154) developed thesintaded on 29 fi-
nancial ratios of companies operating in the cotitsn industry. A non-
parametric method of CART was used to derive thogleh In the study of
Chen (2011, pp. 11261-11272), the DT classificatmathods (C5.0,
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CART, and CHAID) and logistic regression (LR) teiriues were used to
implement the financial distress prediction moael Taiwan listed compa-
nies. Brozynaet al. (2016, pp. 93-114) used the data about 2006—2012
annual series of 25 financial ratios of 155 bamkthe Eurozone to create
bank financial distress prediction model for Poleamd Slovak banks.
Irimia-Dieguezet al. (2015, pp. 23—-28) dealt with a comparison of CART
Logit financial distress company models. Combimatiof CART and
LOGIT was used in Brezigar-Masten and Masten (20412, 10153—
10159). Prediction model generated by the CHAIDodtbm was also
developed for Romanian companies (Andreica, 20p2196—200). Busi-
ness failure prediction of Japanese companies wdsed in Aoki and Ho-
sonuma (2004, pp. 299-302). This model was crdatgeHAID algorithm
and achieved the accuracy rate of 91.2%. Many esudompare decision
tree-based models with classical statistical methpdainly MDA and
LOGIT) based models and with other data mining iegples based models
(Chen, 2012, pp. 65—-73; Misankova & Bartosova, 206 1260-1269).

In Poland, the issue of business failure modelsabdg develop in the
mid-1990s, after the transformation of the econoiipneering studies
were focused on the use of foreign models for ssirfailure prediction of
Polish companies (Prusak, 2018). The first Poliational models were
developed by MDA (Holda, 2001; Maczynska, 2004; IHzret al., 2004).
Then, LOGIT method began to be used (Pisula., 2013, pp. 113-133).
Of course, many datamining techniques have alsa beed (Brozynast
al., 2016, pp. 93-114; Ziebs al., 2016, pp. 93-101; Berent al., 2017,
pp. 753—-773). Several studies provide an overviesv@mparison of ex-
isting prediction models (Pawelak al., 2017, pp. 29-42; Prusak, 2018;
Tokarski, 2018; Wyrobek & Kluza, 2018, pp. 24—-3b6ckechaet al., 2018,
pp. 163-172).

Most of the mentioned models were based on a degadmlarge as our
model. Moreover, there are often created only &eced economic sec-
tors. Also, several studies were aimed at verifghgfunctionality of exist-
ing models. They proved that these models lose #wsuracy when used
in another country, or at another time. For thessons, we would like to
create a new prediction model based on a largelsashpolish companies
from the recent post-crisis years.

Resear ch methodology

This article presents a business failure prediatimalel created in specific
post-crisis economic conditions of Poland. DTs ieghe was chosen be-

456



OeconomiaCopernicanal((3), 453-469

cause of its good empirical results in previousligsi (Karas & Reznakova,

2017, pp. 145-154; Kumar & Ravi, 2007, pp. 1-28)shave the follow-

ing advantages over the two popular classicalssizdi methods (MDA

and LOGIT) and the other popular data mining meshoeskd in this field.

DTs work without strong model assumptions aboutdisé&ibution of vari-

ables. During the training process, no parametave lio be selected and

optimised. Algorithms generate straightforward dexi rules, so, the re-
sulting models are straightforward to interpret &amdmplement (in com-
parison with the artificial neural network (ANN) ahels, etc.). Also, these
models achieve at least the same overall accusacgraventional MDA or

LOGIT models (Liet al, 2010, pp. 5895-5904).

This study aims to form a DT-based model in theéshatconomic envi-
ronment to predict business failure. For this rease used the Amadeus
database; we chose the accounting and financiatlde®f accounting enti-
ties operating in Poland in the years 2016 and 20h& database contains
nearly 29,000 Polish companies. The values of B&nfiial indicators (not
only ratios) were used as predictors (Table 1)c@frse, these indicators
are not only the most frequently used (Korol, 20488, 22—-30), but also
those less, but still commonly used, which may iake account the speci-
ficities of the Polish economy.

Since the T January 2016, insolvency in Poland has been reglitay
the texts of the Bankruptcy Law of 28 February 2@06til 1% January
2016 known as the Bankruptcy and Reorganization)laavd the Restruc-
turing Law of the 15 May 2015 (which is an entirely new legal act pub-
lished in the Journal of Laws dated™duly 2015, item 978). These two
Acts regulate the situation of companies that treygling with insolvency
— both at an early stage (the threat of liquiditgd) and at its very ad-
vanced stage (bankruptcy). The fundamental chaofydgse Law, include,
among other things, changing the definition of dekhsolvency, and
threatened with insolvency (Niewczas & Mientkiewi2f17).

Under the current wording of the law, a Polish campis insolvent or
threatened with insolvency if at least one of tbdofving tests is true
(Szymanska-Rutkowska & Galkowski, 2017):

— The balance sheet test: A debtor will be deemealvaat when the sum
of its financial liabilities exceeds the value tf assets, and this situa-
tion continues for longer than 24 months. Insolyewd! be presumed
if, according to the balance sheet, the debtorligations exceed the
value of its assets, and this situation continuas Iénger than 24
months.
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— The liquidity test: The debtor will be deemed ingolt if it is unable to
perform its due pecuniary liabilities. The insolegmwill be presumed if

a delay in payments exceeds three months.

Using the criteria of this Law, a sample of 28,%a8ish companies was
divided into 26,210 non-bankrupt companies and & j6&nkrupt compa-
nies.

For the creation of a business prediction modeb, B generating al-
gorithms were used. The first used algorithm is TARIassification and
Regression Trees) algorithm, developed by Breimiaal. (1984). CART
creates DT by choosing the variable which provitthesbest separation of
the population (parental node) into two sub-popaoitest (child nodes). Each
child node contains the most significant possibilgpprtion of individuals
in a single class. This operation is then repeatgil no further separation
of the companies is possible or desirable (accgrthirstop criterion). The-
se terminal nodes (or leaves) and the set of igglitules for all the leaves
forms the classification model (Kliest#¢ al, 2018). As a function of im-
purity, the Gini index was used.

The importance of a variable in a CART tree cammeasured for each
node of the tree by calculating the impurity redarct(improvement of
purity) of the split created by the variable (wtthkis variable has been se-
lected for the split), and then adding up theseuiity reductions for all the
nodes of the tree. Splitting of nodes was stoppéidgtik et al, 2018)

— if the depth of the tree has reached a fixed lohk levels of splitting,

— or if the node is pure (all companies belong to gheup of bankrupt
companies or the non-bankrupt companies group),

- or if the numbers of companies contained in nogdess than 100,

— or if the further division of a node would resuitthe creation of a child
with a number of individuals below 50 companies,

— or if the quality of the tree is no longer incregsisignificantly (mini-
mum change in purity improvement 0.0001 was aclipve

The second use algorithm is CHAID (Chi-square Awbiminteraction
Detection). This algorithm was developed by Ka€8(@). Unlike CART,
CHAID is not binary, and therefore produces treest tend to be wider
rather than deeper. It does not have a pruningtibmclt could, in some
cases, be considered as a weakness of this meihathe resulting tree
could be more complicated. When the maximum treevg, and the stop
criteria are reached, the growing stops. When geingr a tree, the same
stopping criterion as for the CART algorithm wa®disThe only change
was to reduce the maximum tree depth to 3 levedplitting.

There are many advantages of the DT techniquefiidtene is that the
final tree (or model) is easy for understandingeripretation and imple-
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mentation. A great advantage is also that thisrigcte is fully non-

parametric, which means that independent variabbag not have a specif-
ic probability distribution. Independent variablesy be collinear. Deci-
sion trees have no problems with outliers thatisotated in small nodes,
without a relevant effect on the overall classiiima. Also, there is no
problem with missing values (Kliestét al., 2018).

On the other hand, the main disadvantage of decisges is the "divide
and conquer” rule used to create the tree. Vagatlat appear in the first
division conditions have much higher weight aneeifthe impact of other
variables in the tree. Even a small change withasé¢ variables may, but
does not have to, lead to a significant changdefttee itself, and, there-
fore, its prediction capability. As a disadvantage, can also mention the
fact that a problem may occur with preferring muoliegory variables.
Another disadvantage is the fact that a relativalje data sample is need-
ed to create a tree, because otherwise it is #medtby relatively quick
overfitting (Weissovat al., 2016).

We suppose that the application of the two techesgquentioned above
will develop models that reach the prediction powakat least 80% in the
test sample of companies. Furthermore, we expattttie model created
by the CHAID technique achieve better predictiont Bs structure will be
much more complicated than the one of the modestoocied using the
CART technique.

We evaluated the quality of discriminatory abiliby the prediction
model based on the classification table analysiscamthe ROC curve (Re-
ceiver Operating curve). Overall accuracy can berestimated in the case
of data that have been used to model creation.eférey, we divided the
dataset into two samples: the training sample,isting of 80% of all data,
used for generating the model, and the testing Ea(gamaining 20% of all
data) used for calculating of prediction abilityamrcuracy.

The ROC curve illustrates the behaviour of the tec¢anodel. The ver-
tical axis shows the percentage of bankrupt congsathiat have been cor-
rectly classified in the bankrupt group, calledwetpositive rate or sensi-
tivity. The horizontal axis shows the percentagaai-bankrupt companies
that have been incorrectly classified in the bapkigroup, which is also
called a false positive rate or 1-specificity.Hétsize of the AUC is close to
1, then the created model has an excellent predietbility (Kliestiket al.,
2018).
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Results

Korol (2013, pp. 22—-30) claims that DT-based modelsally outperform
similar models based on conventional tools, ineigdhe MDA method or
LOGIT or sophisticated ANNs. According to this andhny abovemen-
tioned advantages of this technique, the failuegligtion models for Polish
companies in our study were created by DT.

Models were created based on a sample of real &8lsh compa-
nies, among them 26,210 non-bankrupt companies 2a6@8 bankrupt
companies (according to current Polish legislatiV@)verify the classifica-
tion accuracy of a model, the whole sample was aayg divided into
a training sample (80% of the total number of comigs), and the test
sample (other 20%). On the training sample, model® created, and then
the test sample served to verify the classificatibility of the established
models.

A growing CART algorithm was set up for the maximtnee depth of
5; the minimum number of cases in parental nodessstaup to 100 and 50
in the child nodes. According to this, the algaritrows a maximum tree.
After that, the algorithm prunes the tree to avoierfitting concerning
achieved overall accuracy. As the impurity functi@ini index with mini-
mum change in improvement 0.0001 was used. As gitedj 37 financial
indicators calculated using real financial statetmdrom 2016 (see Table
1) together with company size and NACE indicatoesewused.

Final CART-based model with three levels of nodesr non-terminal
nodes, and five terminal nodes, was grown (seer&igju Algorithm used
the values of 23 financial indicators (of all 3WdaNACE indicator. How-
ever, after the pruning process of the maximum the¢ was grown as
a first, the final model uses values of 3 pred&tonly. These three ratios
areX10 (Total Liabilities to Total Assets)X28 (Return on Equity) and30
(Solvency Ratio (Liability based)).

For the practical use of the model, however, iegired that it has suf-
ficient discrimination ability or accuracy. The séification table (Table 2)
implies that the created model has pretty highalyaccuracy of 97.9% (in
the test sample). The model has correctly classifiere than 99% of non-
bankrupt companies and more than 84% of bankrupipeaies. Figure 2
shows a ROC curve whose shape confirms the higlighinee ability of the
created model. The same results from the AUC val=936.

The relatively high prediction capability is alschéeved by the second
created model grown by a CHAID algorithm. The saredictors and the
same settings were used to create this model. filgechange is to set the
maximum tree depth to 3 levels of splitting. Itbecause a CHAID algo-
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rithm generates a non-binary tree and the genetetedwas not pruned.
The model generated by the CHAID algorithm usesvtiaes of 12 finan-
cial indicators X30, X28, X03, X37, X21, X20, X36, X09, X35, X248, X
X01) and company size and NACE indicators. The fine¢ tis relatively
huge, because it contains a total of 57 nodes, lothw36 are terminal
nodes.

Table 3 illustrates the accuracy of the model ath liee training and the
test sample. For the test sample, the overall acguis more than 98%.
Nearly all of the non-bankrupt companies in tesaga are classified cor-
rectly. In the group of bankrupt companies, classifon ability is more
than 83%. Even the shape of the ROC curve illusdrdte excellent predic-
tion ability of the created model. The value of AlKC0.986, which con-
firms this fact.

Discussion

Comparing created models, we can claim that botherh have high over-
all accuracy of about 98%. Especially, the cormassification of non-

bankrupt companies is excellent (more than 99%@g ddrrect classifica-
tion of bankrupt companies is about 1% better ier CART-based model
(84.4%) than for the CHAID-based model (83.3%). & other hand, the
CHAID-based model achieved 0.04 (or 4%) higher Atilue. However,

both AUC values (0.936 vs 0.986) are very high, both generated mod-
els can be considered as really good. Also, the ffART-based model is
straightforward, which makes its real implementativery easy. The
CHAID-based model is more complicated, but stikhhie in practical ap-
plication.

We can compare the models created in this study swhilar models
created in by other authors. For example, Wyrobrek Kluza (2018) used
the technique of Gradient Boosted Decision Treg®rdhm to predict
bankruptcy of Polish companies one year in advahiceir database covers
the years 2008-2017. The resulting model conta@svariables and
achieved the prediction accuracy of 99.11%. Theselts are a little better,
but comparable to our model, which gained 98.3%allvprediction accu-
racy. Due to the number of variables used, our misdmore straightfor-
ward, making it easier to apply.

Pociecheet al (2018), in their study, focused on the compaeasimaly-
sis of the most frequent bankruptcy prediction niedEheir database con-
sisted of companies operating in the manufactwagior in Poland during
the years 2005-2009. Very similarly to our reseaB&hfinancial ratios of
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the companies were included in the study. For thaton of the prediction
model, the authors have applied linear discrimirfanttion, logit model,

CART method of classification tree, and MPL neuretwork. The result-
ing models, created by the classification tree wetlachieve a maximum
prediction ability of 83.3%. From this point of wiewe consider the mod-
els of classification trees created by us to Ltla better.

Ziebaet al (2016) presented a novel approach for bankruptegtiction
that uses Extreme Gradient Boosting for CART denisgiees. To evaluate
the quality of the method, the authors used datataPolish companies
operating in the manufacturing sector. In the diassion process, a set of
64 features of the companies was used. Using tHeTC&assification tree
method, they created a model whose AUC is 0.717ajgylying boosted
trees, they achieved the best prediction resuith, these models having an
AUC of 0.935 to 0.959. Our CART model presentethis study achieved
very similar AUC values of 0.936 and CHAID modelsha little better
AUC of 0.986.

Brozynaet al (2016) in their paper applied classic linear distant
analysis, logistic regression, classification traad the method of nearest
neighbours for predicting bankruptcy of logistiect®r Polish companies.
As predictors, authors used 28 financial indicatafrshe companies. The
CART model for prediction bankruptcy one year invaate achieved
a prediction power of 84.2%, and its AUC was 0.88r model created
using the CART method has a very similar predicability, but its AUC
is more significant, so we consider it from thismmf view to be a strong-
er model.

Paweleket al. (2017) devoted their study to prediction of bamtcy us-
ing the logit model and the classification treedshen the CART algo-
rithm. The created CART models contain 2 to 4 foiahratios and have
100% sensitivity, i.e. the correct classificatioh mnkrupt companies.
Their AUC ranges from 0.951 to 1. However, it ie ttiassification of the
training sample of companies, as the authors didveofy the model on
the test sample. Our CART model also contains thae@bles, has a sensi-
tivity of 84.4%, and its AUC is 0.936, but thisdstest sample of compa-
nies.

Conclusions
Although in recent decades the issue of financisiress prediction has

been discussed worldwide, so far, there has norglnaccepted business
failure prediction model considering the specifidsthe Polish economic
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conditions and legislation. To fill this gap, newsimess failure prediction
models based on CART and CHAID decision tree dlgoriwere designed
in this study. The proposed models were developegrediction business
failure of Polish companies one year in advance ckeation of these mod-
els, real data of nearly 29,000 Polish companie®riog the years 2016
and 2017 was used. In 2017, if the financial ratibthe company met the
conditions of insolvency identified by the actualligh legislation, it was
considered as a bankrupt company.

The final models achieved a high overall accur@gsides, the CART-
based model is straightforward, so it is straighwdrd to interpret. There-
fore, it is very easily applicable for businessluia prediction also for
companies for which we do not have complete aciogrdata. Models
have been evaluated by the analysis of the clesdh table and by the
AUC value. The final models provide excellent potidin ability of 97.9%
and 98.2%, respectively.

On the other hand, the results could differ basethe data set. Besides,
the proposed models should be tested in the fatigwears to find out the
possibilities for construction of the businessual prediction model gener-
ally accepted in the Polish economic conditions.
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Annex

Table 1. Financia indicators used as predictors

ID Method for calculation 1D Method for calculation

X1 Sales/ Total Assets X20 Net Income/ Sales

X2 Current Assets/ Current Liabilities X21  Non-current Liabilities/ Total Assets
X3 Gross Profit / Total Assets X22 Cash / Current Liabilities
X4 Net Income/ Equity X23 Cash-flow / Current Liabilities
X5 EBITDA / Sales X24 Working Capital / Sales
X6 Liabilities/ EBITDA X25 Current ratio

X7 Net Income/ Total Assets X26 Liquidity ratio

X8 Working Capital / Total Assets X27 Return on Assets

X9 Operating Profit / Total Assets X28 Return on Equity
X10 Total Liabilities/ Total Assets X29 Shareholder Liquidity Ratio
X11 Current Assets/ Total assets X30 Solvency ratio (Liability based)
X12 Cash/ Total Assets X31 Cash-flow / Operating Revenue
X13 Cash-flow / Total Assets X32 Net Assets Turnover
X14 Cash-flow / Total Liabilities X33 Interest Paid
X15 Current Liabilities/ Total Assets X34 Gross Margin
X16 Current Assets/ Sales X35 Profit Margin
X17 Operating Profit / Interest Paid X36 Net Current Assets
X18 Stock / Sales X37 Working Capital
X19 Cash-flow / Sales

Table 2. Classification table of CART-based business failure prediction model

Predicted
Sample Observed Percent Correct
no yes
no 20867 113 99.5%
Training yes 353 1762 83.3%
Overall Percentage 91.9% 8.1% 98.0%
no 5197 33 99.4%
Test yes 91 492 84.4%
Overall Percentage 91.0% 9.0% 97.9%




Table 3. Classification table of CHAID-based business failure prediction model

Predicted
Sample Observed Per cent Correct
no yes
No 20893 63 99.7%
Training yes 377 1787 82.6%
Overall Percentage 92.0% 8.0% 98.1%
No 5240 14 99.7%
Test yes 89 445 83.3%
Overall Percentage 92.1% 7.9% 98.2%

Figure 1. Decision tree of the CART-based business failure prediction model

bankruptey_2017

Node O
Category % n
ki " no 90,0 5230
oo W yes 100 583
| M ves Total 1000 5813
| =
X10
Improvement=0,107
<= 1,00219 >1,00219
Node 1 Node 2
Category % n Category % n
¥ no 97.8 5153 " no 142 77
W yes 22 118 B yes 858 465
Total 90,7 5271 Total 93 5492
= =
X30 X288
Improvement=0,004 Improvement=0,019
<=0,07128 >0,07128 <=0,16851 >0,16851
Node 3 Node 4 Node 5 Node 6
Category % n Category % n Category % n Category % n
" no 776 159 " no 98,6 4094 " no 0.0 1} " no 951 77
B yes 224 48 B yes 14 72 W yes 100,0 461 B yes 49 4
Total 35 205 Total 87,1 5066 Total 7.9 4561 Total 14 81
=
xX28
Improvement=0,002
<=.0,01876 >-0,01876
Node 7 Node 8
Category % n Category % n
" no 516 33 " no 894 126
W yes 484 31 W yes 106 15
Total 1.1 64 Total 24 141




Figure 2. ROC curve of the CART-based business failure prediction model
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Figure 3. ROC curve of the CHAID-based business failure prediction model
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