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Abstract 

Adverse effects of inaccurate demand forecasts; stockouts, overstocks, customer loss 

have led academia and the business world towards accurate demand forecasting 

methods. Artificial Neural Network (ANN) is capable of highly accurate forecasts 

integrated with many variables. The use of Price and Promotion variables have 

increased the accuracy while the addition of other relevant variables would decrease 
the occurrences of errors. The use of the Federal Funds Rate as an additional macro-

economic variable to ANN forecasting models has been discussed in this research by 

the means of the accuracy measuring method: Average Relative Mean Absolute Error.  

 

 

1.  INTRODUCTION 

 

Demand forecasting, projection of future demand for a specific product is a principal 

element for continuous balancing of demand and supply of that product (Hewage, Perera  
& De Baets, 2021). It is a major concern across all supply chains since most functions depend 

on demand forecasts and is a critical aspect of managing operations, procurement, produc-

tion, local distribution, replenishment plans, transportation, sales, finance and marketing 

(Fildes, Ma & Kolassa, 2019; Parker, 2014; Oliva & Watson, 2009). Stockouts and over-
stocks are caused due to inaccuracy of demand forecasts which result in long-term customer 

dissatisfaction, customer loss, high inventory costs and waste of resources (Huang, Fildes, 

& Soopramanien, 2019; Yang, Goh, Xu, Zhang, & Akcan, 2015). Thus, accurate demand 
forecasting is crucial to take proactive measures in supply chain risk management (Perera, 

Thibbotuwawa, Rajasooriyar & Sugathadasa, 2016; Sugathadasa, Wakkumbura, Perera  

& Thibbotuwawa, 2021). 
The foremost difficulty for accurate demand forecasts is the volatility due to unpredicta-

ble customer behaviour caused by endogenous and exogenous factors. Among these factors, 

sales promotions have a large impact on consumer behaviour causing changes in market 
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demand and sales trends (Balachandra, Perera & Thibbotuwawa, 2020). In addition, macroeco-

nomic variables linked with consumer behaviour influence the demand forecasts (Tangjitprom, 

2012). Hence a single traditional statistical forecasting technique comprises historical sales 

data which is inadequate to deliver proper forecasts where the impact of related sales data to 
mitigate the bullwhip effect in the supply chain is proven (Matharage, Hewage & Perera, 

2020). With the prerequisite of a method to incorporate many variables with significantly 

improving data availability, the capability of ANN which is a part of Artificial Intelligence 
which creates sales forecasts with high accuracy integrated with many variables is to be 

assessed with the integration of macroeconomic variables based on model’s accuracy. 

 
 

2.  LITERATURE REVIEW  
 

Several complex statistical methods and simple practical methods are found to be applied 
in time series demand predictions where Exponential Smoothing Models, Auto-Regressive 

Integrated Moving Average (ARIMA) Models, State Space and Structural Models, 

Nonlinear Models and Long Short Memory Models (LSTM) have been identified as the 
methods of forecasting. ML algorithms are exercised as an alternative to traditional methods 

in the recent past. It enables systems capability of automatic learning and improving from 

experience without being programmed or any human intervention. ML models are trained 

with a portion around 80% of the available historical data set and exercising the rest, the 
training dataset to evaluate the expected performance of the models (Harris, Nadler & Bhan, 

1984; Ni, Xiao & Lim, 2019). As per literature, ML models are more accurate than the 

traditional demand forecasting methods especially Neural Networks (NNs) being capable of 
using non-linear algorithms in statistical predictions (Barker, 2020; Spiliotis, Makridakis, 

Semenoglou & Assimakopoulos, 2020). Thus, these functional improvements in forecasting 

models have improved the competitiveness of supply chains (Perera & Sudusinghe, 2017; 
Ranil, Sugathadasa, Senadheera & Thibbotuwawa, 2021). 

Distinguishing the relative impact of various factors affecting the demand has been 

challenging in demand forecasting hence researchers have focused on incorporating such 

variables in forecasting models to improve its accuracy (Huang, Fildes & Soopramanien, 
2014). The input variables are selected based on the importance of the variable with its impact 

relevancy towards the model (Abolghasemi, Eshragh, Hurley & Fahimnia, 2020). Thus,  

a superior forecasting performance with high accuracy can be achieved through the incorporation 
of competitive information by choosing the correct variables out of many available variables. 

Price and promotion variables, being marketing tools in the form of price discounts affecting 

the sales level are highly incorporated in forecasting models with proven accuracy increment 

over baseline model (Guidolin, Guseo & Mortarino, 2019; Huang, Fildes & Soopramanien, 
2014; Ma, Fildes & Huang, 2016). Studies have demonstrated the average of Pearson’s 

Correlation between price and demand gained as -0.83 indicating a strong negative relation-

ship which hypothetically explains a high percentage of variation in demand. The impact of 
promotions on sales forecasting is explicitly addressed by Ali et al. (2009) with time-series 

autoregressive models.  

Moreover, the literature suggests the integration of macroeconomic variables to increase 
the accuracy levels in demand forecasting approaches. Macroeconomic variables such as 

unemployment, employment, inflation, Gross Domestic Product, interest rates are indicators 
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of economic performances of markets which can be used to increase the forecast accuracy 

in the medium and long-time horizons (Sagaert, Aghezzaf, Kourentzes & Desmet, 2018b, 

2018a; Sharma, Singh & Singh, 2012). According to Verstraete et al. (2020), the impact of 

macroeconomic variables could be incorporated with two methods including manually ad-
justing the statistical forecast and expert forecast where both methods are expensive and biased.  

Macroeconomic variables have been used in several studies of tactical sales forecasting 

using LASSO regression along with ARIMA models and non-linear ML methods attaining 
significant improvement in accuracy and it was found that traditional forecasting techniques 

such as regression illustrate poor performance over ML and shrinkage methods (Ludwig, 

Feuerriegel & Neumann, 2015; Sagaert et al., 2018b, 2018a). Moreover, the application of 
macroeconomic data for operational purposes is found challenging since data is more often 

published (Sagaert et al., 2018a). Hence, ML methods capable of incorporating several 

variables are more focused on sales prediction using various input variables. Among these 

predictive sales models built on ML, Adebayo (2018) has designed a Multilayer Feed Forward 
Neural Network (FFNN) along with a backpropagation algorithm comprised of 10 inputs 

and 10 nodes at the hidden layer to predict the sales of beer products and Carbonneau et al. 

(2008) has demonstrated the application of a NN model built with three layers feed-forward 
error back-propagation comprised of 5 inputs and using Hyperbolic tangent function as 

transfer function (Vhatkar & Dias, 2016).  

Furthermore, researchers have evaluated the developed forecasting techniques integrated 
with multiple variables where Wang et al. (2019) has concluded that SVM is the best 

forecasting method for perishable products while LSTM is the best for non-perishable 

products considering evaluation index of overall performance while Shahrabi et al. (2009) 

has stated that ANN presents more persistent results while SVM performs better than the 
traditional forecasting techniques based on a comparison of forecasting results. Suzuki 

(2012) demonstrated ANN especially capable of identifying the most salient variables low 

weight for redundant and noise variables at training even at the presence of numerous 
variables as inputs, performs better than traditional and ML forecasting methods. Thus, the 

architecture of ANN can be exercised with any combination of fine predicting input variables 

with arbitrary flexibility, and it can be successfully trained.  

Nonetheless, Guidolin et al., (2019); Huang et al., (2014); Ma et al., (2016) have assessed 
the effect of economic variables such as price and promotion focusing on the accuracy 

improvement of demand forecasts through various forecasting techniques. They concluded 

that the addition of economic variables adds value to the forecasting method by increasing 
its accuracy. No major study in the literature has been conducted using ANN models which 

has a significant impact on accuracy improvements with the addition of macroeconomic 

variables apart from price and promotion to assess its impact on the accuracy of demand 
forecasts. 

Thus, this study is focused on building up an ANN model integrated with Price, Promotion 

and Macroeconomic variables to evaluate the accuracy of the model relative to the additional 

variables. 
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3.  METHODOLOGY  

 

The research aims to evaluate the effect of a macroeconomic variable in an ANN 

forecasting model. The feedforward error backpropagation method has proven to use with 
multiple variables which are chosen as the ANN structure. To assess the accuracy difference 

of the ANN model, Average Real Mean Absolute Error (AvgRelMAE) is preferred while 

Simple Exponential Smoothing is used as the benchmark forecasting model. The variables 
proposed for the process are Price and Promotion, and Federal Funds Rate (FFR) as a mac-

roeconomic variable for the ANN model. 

The basic structure of the feed-forward error backpropagation model consists of an input 
layer, hidden layer and output layer where the structure is mainly varied with the number of 

hidden layers and neurons in the model apart from the parameters such as activation function, 

batch size, loss value, number of epochs and dense layer value. By varying these parameters, 

the model structure can be modified in a way as to change forecast accuracy. Thus, it is 
important to define these parameters appropriately to create the best model (Goodfellow, 

Bengio & Courville, 2016).  

 

 

Fig. 1. Basic Structure of a NN (Srivastav, Sudheer & Chaubey, 2007) 

 
The Initial ANN model (Model 1) proposed in the methodology is built only with price 

and promotion as variables. The second model (Model 2) is built by adding FFR value to the 

price and promotion variables to assess the accuracy improvement due to the addition of 

FFR values. The initial structure for both models contain 3 hidden layers. The input layer 
comprises neurons equal to the number of input variables and the output layer only with one 

neuron since forecast value is the only output as illustrated in Fig.1 while other parameters 

are defined accordingly with the data set as described below.  
The hyper-parameters: number of neurons in the hidden layers, epochs, batch size and 

dense layer are defined according to the data with hyperparameter tuning either by manual 

adjusting by considering combinations defined by the modeller. But the identification of the 
best parameter values cannot be assured with manual adjustment since the manually 

evaluated combinations are less. Finding optimal values for the parameters can be automated 

with programmed functions to calculate the errors for all combinations. The common 

practice of defining some probable ranges for all the parameters and processing the auto-
matic function within that range is exercised in this study. Thus, a considerable number of 

combinations is to be tested to find the best hyperparameter values.  
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In evaluating the results, the accuracy measuring method plays a vital role with the 

presence of many methods with several drawbacks in each error measuring method. 

AvgRelMAE which uses a benchmark model to compare the selected forecasting method is 

being suggested as the most suitable method by Davydenko & Fildes, (2016) with practical 
recommendations. It is chosen to compare the accuracy changes and the calculations will be 

done based on the following equations.  

For each time series i in 1…m: 
 

𝑟𝑖 =
𝑀𝐴𝐸𝑖

𝐴

𝑀𝐴𝐸𝑖
𝐵′ (1) 

 

where:  MAE – Mean Absolute Error, 
 γi – relative MAE, 

 A – proposed forecasting model, 

 B – benchmark forecasting model. 

 
𝑟𝑖 𝑙𝑖 = 𝑛𝑖  ln 𝑟𝑖 (2) 

 

𝐴𝑣𝑔𝑅𝑒𝑙𝑀𝐴𝐸 = 𝑒𝑥𝑝
(

1
∑ 𝑛𝑖

𝑚
𝑖=1

∑ 𝑙𝑖
𝑚
𝑖=1 )

 (3) 

 

The AvgRelMAE values of Model 1 and Model 2 are compared with the AvgRelMAE 

value of the benchmark model. AvgRelMAE of the benchmark model is 1. If the AvgRelMAE 
of any other model is higher than 1, it concludes that the accuracy of the proposed method 

has been reduced over the benchmark model.  

 
 

4.  DATA ANALYSIS AND RESULTS 

 
Data was extracted from James M. Kilts Center; University of Chicago Booth School of 

Business which was selected from the freely available data sources. The set of data has been 

collected from the company, Dominick’s Finer Foods (DFF) inclusive of more than 25 

categories and 100 store chains. 5 Data sets were chosen from 5 categories based on the 
number of weeks available. Tab.1 consists of the details of the selected Universal Product 

Codes (UPCs). 
 

Tab. 1. Selected UPCs 

Category UPC Number Name Weeks Tag 

Frozen Entrees 1380010068 STFRS SWEDISH MTBALL 11 OZ 396 UPC1 

Refrigerated Juices 3828154001 HH ORANGE JUICE 64 OZ 396 UPC2 

Front-end-candies 4000000102 SNICKERS 1 CT 396 UPC3 

Frozen Juices 3828190029 HH ORANGE JUICE CONC 12 OZ 396 UPC4 

Cheeses 2100061223 KR PHILA CREAM CHEESE 8 OZ 392 UPC5 
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The raw data of daily sales of a product in each shop was aggregated to the units sold 

within a week in all the stores. Due to the promotions and other possible reasons such as 

inflation, the price of a product has a range in the time horizon. Therefore, the unit price has 

been calculated by converting the price distribution for the promotions into a standard 
normal distribution. Also, there were 3 types of promotion, and a promotional index has 

been introduced to evaluate the power of promotions in a particular week. The ratio, the 

quantity sold under any promotional type divided by the total units sold in a has been calcu-
lated as the promotional index to reflect the power of the promotion across all stores.  

It reflects the percentage of units sold under any promotion. After calculating the sold 

quantity, unit price, promotional index, the macroeconomic value is added to the model. 
Federal Funds Rate (FFR) in the USA has been chosen as the macroeconomic variable and 

has been merged with the relevant week of the data set. The sample of a data set after refining 

is as shown in Tab. 2.  

 
Tab. 2. Sample Data View  

Quantity Price Promotion FFR 

994 0.505254 0 8.25 

1030 0.505254 0 8.27 

4838 -1.26969 1 8.28 

871 0.505254 0 8.27 

936 0.505254 0 8.27 

836 0.549627 0 8.26 

  

The 0.8 to 0.2 split has been used for the training and testing data sets where 317 data 

points were used to predict 80 weeks sales. The training data set has been rescaled taking 

the mean as the centre and standard deviation as the scale (Z score method). The mean of 
the training data set and standard deviation of the training data is used in the test data for 

normalization since the test data is only used for validation purposes.   

The ANN models have been created using the R software. The basic model for Model 1 
and 2 is made with one input layer, one output layer and three hidden layers. Input shape is 

the number of inputs varying from 3 to 4 inputs whether the model is using the FFR value 

or not. The models have been created using the R project for statistical computing. Fig. 2 
shows a basic plot of a neural net of a model 2 which includes all three inputs. 3 hidden 

layers have been used in this model. 

Rectified linear unit activation function has been used as the activation function for the 

input layers and hidden layers and MAE has been used as the loss function. The initial model 
had 50 epochs and the batch size was 4. After creating the initial model, the hyperparameter 

tuning is done by changing each variable. Below are the hyperparameters which are tuned 

to find the best accuracy. 
1.  The number of neurons in the 1st hidden layer. 

2.  The number of neurons in the 2nd hidden layer. 

3.  The number of neurons in the 3rd hidden layer. 

4.  The dropout value of the 1st hidden layer. 
5.  The dropout value of the 2nd hidden layer. 
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6. The dropout value of the 3rd hidden layer. 

7. The number of batches. 

8. The number of epochs. 

 

 
Fig. 2. Neural net plot of basic Model 2 structure 

 
The hyperparameters were selected based on the common practice of testing in each 

parameter in relevant ranges. To get a value of a one parameter, it was selected as a variable 

while others were taken as non-variables where the variable was tested for a range comparing 

the error. Consequently, the values for each parameter were chosen based on the same 
method. The hyperparameters of the UPC 1 is shown in the table. 
 

Tab. 3. Hyperparameters of UPC1 Models 

Parameter 1st 2nd 3rd 4th 5th 6th 7th 8th 

UPC1 Model 1 50 60 70 0.3 0.2 0.1 2 40 

UPC1 Model 2 80 40 70 0.3 0.2 0.1 2 40 

 

After calculating optimal hyperparameter values, the forecasted results and the error has 
been calculated separately. Since there are 5 data sets, 10 ANN models were created for both 

Model 1 and 2. The final results are focused on two accuracy comparisons that need to be 

assessed using the error measuring method, as mentioned below: 
1. Benchmark model (SES) vs Model 1 (Price & promotion). 

2. Benchmark model (SES) vs Model 2 (Price & promotion & FFR). 

  

Figure 3 below is a plot of the forecast values of Model 1, Model 2 and simple exponential 
smoothing with the actual value. Based on the plot, it can be clearly seen that Model 2 has 

over forecasted than the Model 1 where Model 1 is the closest to the actual value for UPC1. 

Since there are 5 UPCs considered, as explained in the methodology, AvgRelMAE has been 
used to mathematically compare the models. 
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Fig. 3. Plot of forecasts for UPC1 

 
Since there are 5 UPCs; i = 1,2,3,4,5 for all i; ni = 80. The ri and li have been calculated for 

all 𝑖 using Equation 1, Equation 2 and Equation 3 as shown in a previous paragraph.  

The results of the comparisons are presented in Tab.4.  

 

Tab. 4. Final AvgRelMAE Values  
 

 
Simple Exponential 

Forecast 

ANN Forecast with 

Price  

& Promotion 

ANN Forecast with 

Price & Promotion 

& FFR 

AvgRelMAE 

1.00 0.68 – 

1.00 – 0.71 

– 1.00 1.05 

 
According to Davydenko & Fildes (2016), the values are compared against 1, which  

is the AvgRelMAE of the benchmark model. If AvgRelMAE is lower than 1, the accuracy is 

improved. According to Tab.4, it is evident that the ANN model with price & promotion has 
a higher forecast accuracy over simple exponential smoothing. Although the second model 

has a lesser value than 1, it is still higher than the initial model with only price and promotion. 

Therefore, the AvgRelMAE can be interpreted that adding the Federal Funds Rate to the 
initial model with Price and Promotion has not increased the forecast accuracy, rather it has 

decreased the forecast accuracy.  
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5.  CONCLUSIONS 

 

The possible variables which could impact the accuracy were identified and the perfor-

mance of ANN models was confirmed through a comprehensive literature study, thus, the 
ANN-based models with selected multiple variables were developed. A feed-forward back-

propagation type ANN model has been identified as the best ANN method for regression 

type models. The models were built using data extracted from the James M. Kilts Center, 
University of Chicago Booth School of Business, which was collected from Dominick’s 

Finer Foods, in California, USA. The data consisted of weekly sales of many UPCs of 

various FMCG product categories, economic information on price and the promotion and 
some other information. The price and promotional data were filtered and used as two 

variables of the model. In addition to this, the FFR, which is a macroeconomic indicator of 

interest rate, has also been used as a variable in creating the models. Thus, price, promotion 

and FFR were used as multiple variables in building the ANN models. 5 data sets of 5 
different UPCs were used in this research which was filtered and selected based on the 

availability of the data and sales volume. Two models were developed for one data set 

including an ANN model with price and promotional data and another ANN model with 
price, promotion and FFR data as variables. It resulted in 10 ANN. The structure of the ANN 

model was obtained through hyperparameter tuning. The number of neurons in hidden 

layers, epochs, batch size, dense were defined using hyperparameter tuning for each model. 
The combination of these parameters which resulted in the least error was taken to measure 

the accuracy in the following step. 

This study covers five simple exponential smoothing models that were created using 

historical data using Microsoft Excel to be used as baseline models. As the initial accuracy 
measuring method, MAE was taken for all the models. Assessing the accuracy was done 

using the Average Relative Mean Absolute Error (AvgRelMAE). This method combines all 

the UPC error rates and gives an overall accuracy comparison of one method over another 
method. The comparison of the benchmark model, simple exponential smoothing and ANN 

model with price and promotion concludes that ANN model forecasts are much accurate. 

Also, it is concluded that the accuracy of the ANN model with price promotion and FFR value 

is higher than the simple exponential smoothing. Although there is an accuracy improvement 
of the ANN model with Price, Promotion and FFR value over the benchmark model, the 

study finds that the accuracy has decreased when adding FFR value to the ANN model. 

This study has mainly focused on the interest rate as a macroeconomic variable and can 
be different variables such as GDP, unemployment rate and many other macroeconomic 

variables which could be considered as variables in this method of modelling. Also, there 

are many machine learning methods other than the Feedforward Neural Network model to 
incorporate any number of variables. In addition to that, assessing the accuracy improvement 

by the power of the sales force, advertising power and other economic variables integrated 

with ML models could be researched in further studies. The models were only developed for 

some products which can be further improved to assess the possibility of creating demand 
forecasts for the products in other domains using a similar methodology.  

 



 

43 

Funding 

This research was funded by the Senate Research Committee Grant ID SRC/LT/2021/22, 

University of Moratuwa, Sri Lanka. 

REFERENCES 

Abolghasemi, M., Eshragh, A., Hurley, J., & Fahimnia, B. (2020). Demand Forecasting in the Presence of 
Systematic Events: Cases in Capturing Sales Promotions. International Journal of Production 
Economics, 230, 107892. https://doi.org/10.1016/j.ijpe.2020.107892 

Adebayo, A. (2018). Predictive Sales Model using Multi-layer Neural Network with Backpropagation Algorithm. 
International Journal of Engineering Technology, Management and Applied Sciences, 6(4), 30–40.  

Ali, Ö. G., Sayin, S., van Woensel, T., & Fransoo, J. (2009). SKU demand forecasting in the presence of promotions. 
Expert Systems with Applications, 36(10), 12340–12348. https://doi.org/10.1016/j.eswa.2009.04.052 

Balachandra, K., Perera, H. N., & Thibbotuwawa, A. (2020). Human Factor in Forecasting and Behavioral 
Inventory Decisions: A System Dynamics Perspective. In International Conference on Dynamics in 
Logistics (pp. 516–526). Springer, Cham. https://doi.org/10.1007/978-3-030-44783-0_48 

Barker, J. (2020). Machine learning in M4 : What makes a good unstructured model? International Journal of 
Forecasting, 36(1), 150–155. https://doi.org/10.1016/j.ijforecast.2019.06.001 

Carbonneau, R., Laframboise, K., & Vahidov, R. (2008). Application of machine learning techniques for supply 
chain demand forecasting. European Journal of Operational Research, 184(3), 1140–1154. 
https://doi.org/10.1016/j.ejor.2006.12.004 

Davydenko, A., & Fildes, R. (2016). Forecast Error Measures : Critical Review and Practical Recommendations. 
In Business Forecasting: Practical Problems and Solutions. John Wiley & Sons Inc. 
https://doi.org/10.13140/RG.2.1.4539.5281 

Fildes, R., Ma, S., & Kolassa, S. (2019). Retail forecasting: Research and practice. International Journal of 
Forecasting, in press. https://doi.org/10.1016/j.ijforecast.2019.06.004 

Goodfellow, I., Bengio, Y., & Courville, A. (2016). Deep learning. The MIT Press. 
Guidolin, M., Guseo, R., & Mortarino, C. (2019). Regular and promotional sales in new product life cycles: 

Competition and forecasting. Computers and Industrial Engineering, 130, 250–257. 
https://doi.org/10.1016/j.cie.2019.02.026 

Harris, N. L., Nadler, L. M., & Bhan, A. K. (1984). Review of Nils Nilsson Principles of Artificial Intelligence. 
The American Journal of Pathology, 117(2), 262-272. Retrieved from http://www.ncbi.nlm.nih.gov/ 
pubmed/6437232%5Cnhttp://www.pubmedcentral.nih.gov/articlerender.fcgi?artid=PMC1900435 

Hewage, H. C., Perera, H. N., & De Baets, S. (2021). Forecast adjustments during post-promotional periods. 

European Journal of Operational Research, in press. https://doi.org/10.1016/j.ejor.2021.07.057 
Huang, T., Fildes, R., & Soopramanien, D. (2014). The value of competitive information in forecasting FMCG 

retail product sales and the variable selection problem. European Journal of Operational Research, 
237(2), 738–748. https://doi.org/10.1016/j.ejor.2014.02.022 

Huang, T., Fildes, R., & Soopramanien, D. (2019). Forecasting retailer product sales in the presence of structural 
change. European Journal of Operational Research, 279(2), 459–470. https://doi.org/10.1016/j.ejor.2019.06.011 

Ludwig, N., Feuerriegel, S., & Neumann, D. (2015). Putting Big Data analytics to work: Feature selection for 
forecasting electricity prices using the LASSO and random forests. Journal of Decision Systems, 24(1), 

19–36. https://doi.org/10.1080/12460125.2015.994290 
Ma, S., Fildes, R., & Huang, T. (2016). Demand forecasting with high dimensional data: The case of SKU retail 

sales forecasting with intra- and inter-category promotional information. European Journal of 
Operational Research, 249(1), 245–257. https://doi.org/10.1016/j.ejor.2015.08.029 

Matharage, S. T., Hewage, U., & Perera, H. N. (2020). Impact of Sharing Point of Sales Data and Inventory Information 
on Bullwhip Effect. In 2020 IEEE International Conference on Industrial Engineering and Engineering 
Management (IEEM) (pp. 857–861). IEEE. https://doi.org/10.1109/IEEM45057.2020.9309733 

Ni, D., Xiao, Z., & Lim, M. K. (2019). A systematic review of the research trends of machine learning in supply 
chain management. International Journal of Machine Learning and Cybernetics, 11, 1463–1482. 

https://doi.org/10.1007/s13042-019-01050-0 
 
 



 

44 

Oliva, R., & Watson, N. (2009). Managing functional biases in organizational forecasts: A case study of consensus 

forecasting in supply chain planning. Production and Operations Management, 18(2), 138–151. 
https://doi.org/10.1111/j.1937-5956.2009.01003.x 

Parker, S. (2014). Principles and Practice. IFLA Journal, 32(3), 179-180. https://doi.org/10.1177/0340035206070163 
Perera, H. N., & Sudusinghe, J. I. (2017). Longitudinal analysis of supply chain transformation project 

management. 2017 Moratuwa Engineering Research Conference (MERCon) (pp. 153–158). IEEE. 
https://doi.org/10.1109/MERCon.2017.7980473 

Perera, H. N., Thibbotuwawa, A. I., Rajasooriyar, C., & Sugathadasa, P. R. S. (2016). Managing Supply Chain 
Transformation Projects in the Manufacturing Sector: Case-based Learning from Sri Lanka. In 

Conference on Research for Transportand Logistics Industry 2016 (pp. 143–145). R4TLI-D13. 
Sagaert, Y. R., Aghezzaf, E. H., Kourentzes, N., & Desmet, B. (2018a). Tactical sales forecasting using a very 

large set of macroeconomic indicators. European Journal of Operational Research, 264(2), 558–569. 
https://doi.org/10.1016/j.ejor.2017.06.054 

Sagaert, Y. R., Aghezzaf, E. H., Kourentzes, N., & Desmet, B. (2018b). Temporal big data for tactical sales 
forecasting in the tire industry. Interfaces, 48(2), 121-129. https://doi.org/10.1287/inte.2017.0901 

Shahrabi, J., Mousavi, S. S., & Heydar, M. (2009). Supply chain demand forecasting: A comparison of machine 
learning techniques and traditional methods. Journal of Applied Sciences, 9(3), 521–527. 
https://doi.org/10.3923/jas.2009.521.527 

Sharma, G. D., Singh, S., & Singh, G. S. (2012). Impact of Macroeconomic Variables on Economic Performance: An 
Empirical Study of India and Sri Lanka. SSRN Electronic Journal, 1-35. https://doi.org/10.2139/ssrn.1836542 

Spiliotis, E., Makridakis, S., Semenoglou, A. A., & Assimakopoulos, V. (2020). Comparison of statistical and 
machine learning methods for daily SKU demand forecasting. Operational Research. 
https://doi.org/10.1007/s12351-020-00605-2 

Srivastav, R., Sudheer, K., & Chaubey, I. (2007). A simplified approach to quantify predictive and parametric 
uncertainty in artificial neural network hydrologic models. Water Resour, 43(10), W10407. 
https://doi.org/10.1029/2006WR005352 

Ranil, P. T., Sugathadasa, S., Senadheera, S. W., & Thibbotuwawa, A. (2021). A Study of Supply Chain Risk Factors 
of the Large-Scale Apparel Manufacturing Companies–Sri Lanka. Engineer, 54(03), 49–58. 
http://doi.org/10.4038/engineer.v54i3.7459 

Sugathadasa, R., Wakkumbura, D., Perera, H. N., & Thibbotuwawa, A. (2021). Analysis of Risk Factors for 
Temperature-Controlled Warehouses. Operations and Supply Chain Management: An International 
Journal, 14(3), 320–337. http://doi.org/10.31387/oscm0460305 

Suzuki, K. (2012). Artificial Neural Networks. Methodological Advances and Biomedical Applications. 
IntechOpen. 

Tangjitprom, N. (2012). The Review of Macroeconomic Factors and Stock Returns. International Business 
Research, 5(8), 107–115. https://doi.org/10.5539/ibr.v5n8p107 

Verstraete, G., Aghezzaf, E. H., & Desmet, B. (2020). A leading macroeconomic indicators’ based framework 
to automatically generate tactical sales forecasts. Computers and Industrial Engineering, 139, 106169. 
https://doi.org/10.1016/j.cie.2019.106169 

Vhatkar, S., & Dias, J. (2016). Oral-Care Goods Sales Forecasting Using Artificial Neural Network Model. 
Procedia Computer Science, 79, 238–243. https://doi.org/10.1016/j.procs.2016.03.031 

Wang, P.-H., Lin, G.-H., & Wang, Y.-C. (2019). Applied Sciences Application of Neural Networks to Explore 

Manufacturing Sales Prediction. Applied Sciences, 9(23), 5107. https://doi.org/10.3390/app9235107 
Yang, D., Goh, G. S. W., Xu, C., Zhang, A. N., & Akcan, O. (2015). Forecast UPC-level FMCG demand, Part 

I: Exploratory analysis and visualization. Proceedings – 2015 IEEE International Conference on Big 
Data (pp. 2106–2112). IEEE. https://doi.org/10.1109/BigData.2015.7363993 


