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Abstract  This paper presents a comprehensive study that ex-
amines the fundamental concept of the non-orthogonal multiple
access (NOMA) scheme and provides its detailed comparison
with the orthogonal multiple access (OMA) technique. Fur-
thermore, the paper explores the application of the generalized
singular value decomposition (GSVD) method in conjunction
with NOMA, accompanied by a detailed review of GSVD-based
NOMA systems. This study also introduces the concept of mobile
edge computing (MEC) and extensively discusses its key param-
eters. Furthermore, a comprehensive analysis of NOMA MEC is
presented, shedding light on its potential advantages and chal-
lenges. The aims of this study are to provide a comprehensive
understanding of the aforementioned topics and contribute to
the advancement of MIMO-NOMA systems.

Keywords  generalized singular value decomposition, MIMO,
mobile edge computing, non-orthogonal multiple-access

1. Non-orthogonal Multiple Access

Non-orthogonal multiple access (NOMA) is a multiple ac-
cess technique that allows multiple users to simultaneously
share the same frequency, time, or code resources to commu-
nicate with a base station or an access point. Several NOMA
schemes are distinguished in the literature [1]. Some of their
well-known varieties are summarized below. The sparse code
multiple access (SCMA) technique enables multiple users to
communicate with a base station simultaneously by utilizing
separate sparse codes assigned to each user based on a multi-
dimensional codebook [2]. In the pattern division multiple
access (PDMA) approach, the available bandwidth is divid-
ed into multiple non-overlapping frequency patterns or slots.
Thus, the users rely on a unique pattern or slot to modulate
their signals [3]. Resource spread multiple access (RSMA)
employs a distinct spreading sequence for users to disperse
their data over the frequency band. The receiver then revers-
es the spreading process by applying the identical spreading
sequence to recover the user’s information [4]. Multi-user
shared access (MUSA) is based on code domain multiplex-
ing, where symbols are multiplexed using the same spreading
code. These symbols are transmitted over an orthogonal chan-
nel, such as a sub-carrier, as in OFDMA. At the receiver end,
SIC decodes the received symbols [5]. Interleave-grid mul-
tiple access (IGMA) is another technique in which the user

data is segmented and interleaved based on a specific pat-
tern, creating a grid-like structure that helps minimize user
interference and improves the overall spectral efficiency of
the system [6]. Rate-splitting multiple access is also evok-
ing significant interest within the research community. In
rate-splitting multiple access, users partition their data into
shared and exclusive components [7]. The shared components
of each user are aggregated and modulated jointly, while the
unique components of each user are modulated separately.
This results in a transmitted signal containing shared and
unique components for all users. Both users initially decode
the shared component at the receiver, treating any interfer-
ence from the unique signals as noise. Both users use SIC to
decode their exclusive signals in the subsequent stage.
In 3GPP Release 13, the standardization of power domain
NOMA (PD-NOMA), known as multi-user superposition
transmission (MUST), has been introduced for a broadcast
channel. In PD-NOMA, multiple users use different power
levels to share the same time and frequency resources. At the
transmitter, superposition coding is employed to multiplex
the users, while the receiver uses successive interference can-
cellation to decode the superposed signals [8]. PD-NOMA is
considered a promising technique for 5G and beyond wire-
less communication systems, as it is capable of significantly
increasing spectral efficiency and supporting multiple users
with diverse communication requirements. PD-NOMA can
also improve user fairness and energy efficiency, enabling
users with weaker channel conditions to share the same re-
sources with stronger users, without sacrificing their quality
of service [9].

1.1. Overview of Power-domain NOMA

This section introduces the basic concepts of PD-NOMA for
downlink and uplink networks. Additionally, we analyze and
compare the sum rate and signal-to-interference-plus-noise
ratio (SINR) of NOMA and OMA.

1.2. Downlink NOMA Network

Figure 1 illustrates a downlink NOMA scheme consisting
of a base station or an access point andK receivers, where
the BS broadcasts a superposed signal to all the receivers.
The BS combines complex-valued symbols with superpo-
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Fig. 1. Basic concept of a downlink NOMA [9].

sition coding (SC), and the receivers employ the successive
interference cancellation (SIC) technique to decode their re-
spective signals. Each receiver, except for the weakest one or
receivers without SIC capabilities, performs the SIC process
at the receiver. Even though there is a tendency for the SIC
process as follows: the users first extract the strongest signal
from the combined signal and then subtract it to eliminate in-
terference from the remaining signals, and the SIC process is
repeated until the receiver’s signal is decoded. This strategy
may not be optimal. Ding et al. showed that dynamic decod-
ing orders relying on users’ QoS and CSI-based SIC orders
might improve the system’s performance [10]. To simplify
the analysis, we consider a downlink NOMA system with
a base station and two users to derive the SINRs and sum
rates. Additionally, we assume that the base station and users
are equipped with a single antenna and the system bandwidth
B is one. The information-bearing signals, xN for the near
user UE1 and xF for the far user UE2, are superimposed at
the transmitter as follows:

x =
√
PNxN +

√
PFxF , (1)

where PN and PF denote the transmission power allocation
coefficients for the near and far users, respectively. Ptot rep-
resents the total transmit power which equals the sum of PN
and PF . The received signal at the receivers are:

yi = hix+ ni, i ∈ {N,F} , (2)

where hi denotes the channel coefficient between the BS and
user UEi and ni represents the additive white Gaussian noise
(AWGN) with zero mean and σ2i variance for UEi. Let’s
assume the users are ordered using the CSI-based method at
the receiver and the near user has a strong signal than of the
far user, i.e., |hN |

2

σ2
N

 |hF |
2

σ2
F

. Therefore, the SINR expression
of the near user and far user are given by:

SNRN =
PN |hN |2

σ2N
, (3)

SINRF =
PF |hF |2

PN |hN |2 + σ2F
. (4)

Accordingly, the data rate for the near user and far user can
be written as follows:

RN = log2

(
1 +
PN |hN |2

σ2N

)
, (5)

RF = log2

(
1 +

PF |hF |2

PN |hN |2 + σ2F

)
. (6)
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Fig. 2. Basic concept of uplink NOMA [9].

1.3. Uplink NOMA Network

As illustrated in Fig. 2, an uplink NOMA system allows
K users to simultaneously transmit their data to the BS
using the same spectrum. The base station employs SIC to
decode the signals from different users. We again assume that
the near user has better channel gain than the far user, i.e.
|hN |2
σ2
N

 |hF |
2

σ2
F

. The received signal at the receiver is:

y = hNxN + hFxF + nB , (7)

where nB is an AWGN with zero mean and σ2N variance at the
receiver. If the BS decodes the received signal in descending
order, the data rate for the near and far users are:

RN = log2

(
1 +

PN |hN |2

PF |hF |2 + σ2B

)
, (8)

RF = log2

(
1 +
PF |hF |2

σ2B

)
. (9)

On the other hand, if the BS decodes the received signal
in ascending order, the data rate for the near and far users
becomes:

RN = log2

(
1 +
PN |hN |2

σ2B

)
, (10)

RF = log2

(
1 +

PF |hF |2

PN |hN |2 + σ2B

)
. (11)

It is worth mentioning that in each case, the sum rate for the
users is the same as given in:

RN +RF = log2

(
PN |hN |2 + PF |hF |2 + σ2B

σ2B

)
. (12)

In other words, the sum rate in the uplink NOMA does not
depend on the order of SIC, assuming no error propagation
occurs in the SIC process. However, according to Benjebbour
[8], it is more practical to perform SIC in the descending
order of channel quality levels.
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1.4. Sum Rate Comparison Between NOMA, TDMA, and
FDMA Networks

This section compares NOMA with TDMA and FDMA
schemes for an uplink scenario, as illustrated in Fig. 3. The
data rates of the near and far users in the NOMA, FDMA,
and TDMA systems are given as follows [11]:

NOMA =


RNOMAN = B log2(1 +

PN |hN |2
Bσ2
B

)

RNOMAF = B log2(1 +
PF |hF |2

PN |hN |2+Bσ2B
)

0 ¬ PN , PF ¬ P

TDMA =


RTDMAN = B(1− τ) log2(1 +

PN |hN |2
Bσ2
B

)

RTDMAF = Bτ log2(1 +
PF |hF |2
Bσ2
B

)

0 ¬ τ ¬ 1

FDMA =


RFDMAN = B(1− ω) log2(1 +

PN |hN |2
B(1−ω)σ2

B

)

RFDMAF = Bω log2(1 +
PF |hF |2
Bωσ2

B

)

0 ¬ ω ¬ 1.
(13)

Assuming two uplink users UEN and UEF with channel
gains of hN

σ2
B

= 18 dB and hF
σ2
B

= 0 dB, respectively, the total
power is the same in all schemes such that PN + PF =
P , where P is the maximum transmit power [8]. In the
TDMA scheme, the users are allocated equal time slots,
i.e., τ = 0.5. The data rates for the near and far users are
RTDMAN = 3.0011 bps andRTDMAF = 0.5 bps, respectively.
In the FDMA scheme, the bandwidth is split equally between
the users, i.e., ω = 0.5, and the resulting data rates are
RFDMAN = 3.0011 bps and RFDMAF = 0.5 bps for the
near and far users, respectively. In the NOMA case, the
power is split between the users by δ, with two out of five for
the near user and three out of five for the far user. Thus,

the data rates for the near and far users are RNOMAN =
4.0682 bps and RNOMAF = 0.6781 bps. The total sum rates
achieved by the TDMA, FDMA, and NOMA schemes are
3.5011 bps, 3.5011 bps, and 4.7463 bps, respectively. Based
on this example, it can be concluded that NOMA offers a
significant advantage over OMA schemes in terms of spectral
efficiency, resulting in 35.57% higher sum data rates. Figure 4
emphasizes the influence of the power allocation coefficient on
the sum rate performance. In Fig. 5, a comparison is presented
between the sum rates of NOMA, TDMA, and FDMA, with
the power allocation coefficient δ, the bandwidth allocation
coefficient ω, and the time allocation coefficient τ set to
0.3. As the channel gain difference increases, it is observed
that NOMA outperforms OMA schemes, exhibiting greater
improvement in performance.

2. Enhancing MIMO-NOMA Systems
Through GSVD

Generalized singular value decomposition (GSVD) is a pow-
erful matrix factorization technique that extends the standard
singular value decomposition (SVD) to accommodate rectan-
gular matrices of potentially different dimensions. This tech-
nique encompasses two primary types: real-valued GSVD and
complex-valued GSVD. Real GSVD is utilized for real-valued
matrices, while complex GSVD is tailored for complex-valued
matrices. Various algorithms, such as Van Loan’s, which was
first introduced in 1976, as well as Paige and Sounders’ algo-
rithms [12], facilitate the computation of GSVD. By decom-
posing matrices into their singular components, GSVD finds
a widespread application across diverse domains. It is em-
ployed in signal processing tasks, such as adaptive filtering,
blind source separation, and channel estimation, as well as
in analyzing biological data in bioinformatics [13], [14]. In
wireless communication, GSVD decomposes MIMO chan-
nels into orthogonal SISO channels. In other words, the main
use case of the GSVD is beamforming design. Table 1 lists
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some studies that employ GSVD to solve some problems in
wireless communication.
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Fig. 5. Sum data rate comparison under different SNR rates.

2.1. Definition of GSVD

Let us consider two matrices, H1 ∈ Cm×n and H2 ∈
Cm×n. By applying the GSVD method, we can decompose
these matrices into three components: a unitary matrix, a
non-singular matrix, and a non-negative singular matrix. The
decomposition can be expressed as follows [15]:

Σ1 = UH1Q and Σ2 = VH2Q, (14)

where the matrices U ∈ Cm×m and V ∈ Cm×m are
unitary, whileQ ∈ Cn×n is non-singular, and Σ1 ∈ Cm×n
and Σ2 ∈ Cm×n are diagonal matrices with non-negative
elements. The dimension of the matrices form Σ1 and Σ2 as
follows:

– Ifm  n, then Σ1 =

(
0(m−n)×n
S1

)

and Σ2 =

(
S2

0(m−n)×n

)
.

– Ifm ¬ n ¬ 2m, r = n−m and q = 2m− n, then

Σ1 =

(
Ir Or×q Or×r
Oq×r S1 Oq×r

)

and Σ2 =

(
Oq×r S2 Oq×r
Or×r Or×q Ir

)
.

– If 2m  n, then Σ1 =
(
Im Om×(n−m)

)
and Σ2 =

(
Om×(n−m) Im

)
,

where O and I represent the zero and identity matrices,
respectively. Moreover, S1 and S2 are non-negative diagonal
matrices, with elements between zero and one. Notably, the
elements of S1 are sorted in descending order, while those of
S2 are sorted in ascending order.

2.2. Application of GSVD in MIMO-NOMA

We consider a base station (BS) with n antennas communicat-
ing with two downlink users, each equipped withm antennas.
The channels between the BS and the users can be represent-
ed byGi = Hi√

dτ
i

, whereHi denotes the small-scale fading

coefficients. The near user, denoted as UEN , and the far user,
denoted as UEF , are sorted based on their large-scale fading
element

√
dτi . Here, d represents the distance of the i-th us-

er, and τ represents their path loss component. The received
signals at the receivers are:

yN =
HNx√
dτN
+ nN , (15)

yF =
HFx√
dτF
+ nF . (16)

The noise at the i-th receiver, ni, i ∈ N,F , modeled by the
additive white Gaussian noise, is given by mutually indepen-
dent and identically distributed elements with zero mean and
variance σi. The transmitted signal, denoted as x ∈ Cn×1, is
subject to interference mitigation techniques using precod-
ing and decoding matrices Pb ∈ Cn×n and Di ∈ Cm×m,
respectively. The decomposition of channels, as described in
Eq. (14), leads to the selection of detection matricesDi asU
and V for the near and far users. Additionally, the precod-
ing matrix Pb is modified to Q

√
P/t, where P represents

the maximum transmission power and t is a power normal-
ization coefficient [15]. Consequently, the MIMO receivers
obtain the transmitted signal as follows:

UyN = UHNPbx+UnN =
P

t
√
dτN
ΣN +UnN

VyF = VHFPbx+VnF =
P

t
√
dτF
ΣF +VnF . (17)

Please note thatU andV are the unitary matrices. Therefore,
the unitary matricesU andV preserve the variance of noise
after multiplication with therewith.
Example: In this example, we analyze a basic setup com-
prising a BS with four transmitter antennas. The near user is
equipped with three receiver antennas, while the distant users
have two receiver antennas. The near, which small-scale chan-
nel coefficient denoted asHN ∈ C3×4, is located dN = 40
meters away from the base station. On the other hand, the far
user, represented by HF ∈ C2×4, is located dF = 75 me-
ters away from the base station. The value of the path loss
component, denoted as α, is 3.2.

HN =


0.629 + 0.735i 0.066 + 0.931i

0.210 + 0.772i 0.260 + 0.013i

0.752 + 0.907i 0.804 + 0.234i

0.193 + 0.616i 0.924 + 0.556i

0.639 + 0.949i 0.263 + 0.915i

0.524 + 0.950i 0.065 + 0.641i

 .

14
JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 3/2023



Comparative Analysis of NOMA and OMA Schemes: GSVD-based NOMA Systems and the Role of Mobile Edge Computing

HF =


0.390 + 0.173i 0.604 + 0.135i

0.485 + 0.126i 0.549 + 0.505i

0.926 + 0.021i 0.394 + 0.827i

0.918 + 0.947i 0.963 + 0.015i

 .
Decoding matricesU ∈ C3×3 andV ∈ C2×2 can be found
as follows:

U =


0.5886 + 0.0000i 0.0000 + 0.0000i

0.2571− 0.6199i 0.4855 + 0.2742i

−0.2400 + 0.3816i 0.6442 + 0.5235i

0.8084 + 0.0000i

−0.1872 + 0.4513i

0.1747− 0.2778i

 .

V =

[
−0.5294 + 0.7844i 0.3201 + 0.0453i
−0.2029− 0.2517i 0.4024− 0.8565i

]
,

and the precoding matrixQ becomes:

Q =



−0.2004 + 0.3013i 0.2468− 0.5664i

−0.4527 + 0.5098i −0.0139− 0.7738i

−0.8984 + 0.6990i −0.1623− 1.2709i

0.2405 + 0.5082i 0.6040− 1.2088i

1.2740− 0.5080i 0.6976− 0.7226i

0.7713 + 0.3349i 0.0869− 0.8978i

1.4061− 0.6229i 0.2928− 0.3442i

0.7572− 0.7511i 0.9449− 0.2902i


.

Let’s rearrange the super-positioned transmitted signal x ∈
C4×1 with power allocation such that x = Ps, where P ∈
C4×4 is the diagonal non-negative power allocation matrix
and s ∈ C4×1 contains the coded signals for both users as
follows:

x =


p1,1 0 0 0

0 p2,2 0 0

0 0 p3,3 0

0 0 0 p4,4


︸ ︷︷ ︸

P

×


l1s1,1 +

√
(1− l21)s1,2

l2s2,1 +
√
(1− l22)s2,2

l3s3,1 +
√
(1− l23)s3,2

l4s4,1 +
√
(1− l24)s4,2


︸ ︷︷ ︸

s

=


p1,1(l1s1,1 +

√
(1− l21)s1,2)

p2,2(l2s2,1 +
√
(1− l22)s2,2)

p3,3(l3s3,1 +
√
(1− l23)s3,2)

p4,4(l4s4,1 +
√
(1− l24)s4,2)

 ,
where si,1 and si,2 represent the corresponding message, and
li,1 and li,2 are the power allocation coefficients for the near
and far users, respectively. Also, we assume that s encoded
with unit power i.e, ∥si∥2 = 1, i ∈ {1, 2, 3, 4}. After the
GSVD is applied to the downlink channels, the channels
become:

ΣN =


0 0.4526 0 0

0 0 1 0

0 0 0 1


and

ΣF =

[
1.0000 0 0 0

0 0.8917 0 0

]
.

Observations at the near user are equal to yN = ΣNx√
dα
N

+ nN

that can be written as follows:

yN =


0 0.4526 0 0

0 0 1 0

0 0 0 1

×

p1,1(l1s1,1 +

√
(1− l21)s1,2)

p2,2(l2s2,1 +
√
(1− l22)s2,2)

p3,3(l3s3,1 +
√
(1− l23)s3,2)

p4,4(l4s4,1 +
√
(1− l24)s4,2)



× 1√
dαN
+


nN,1

nN,2

nN,3



=


0.4526× (l2s2,1 +

√
(1− l22)s2,2)

√
d−αN + nN,1

1× (l3s3,1 +
√
(1− l23)s3,2)

√
d−αN + nN,2

1× (l4s4,1 +
√
(1− l24)s4,2)

√
d−αN + nN,3

 .
Similarly, observations at the far user yF are equal to yF =
ΣFx√
dα
F

+ nF and can be given as follows:

yF =

[
1 0 0 0

0 0.8917 0 0

]
×


p1,1(l1s1,1 +

√
(1− l21)s1,2)

p2,2(l2s2,1 +
√
(1− l22)s2,2)

p3,3(l3s3,1 +
√
(1− l23)s3,2)

p4,4(l4s4,1 +
√
(1− l24)s4,2)



× 1√
dαF
+

[
nF,1

nF,2

]

=

 1× (l1s1,1 +
√
(1− l21)s1,2)

√
d−αF + nF,1

0.8917× (l2s2,1 +
√
(1− l22)s2,2)

√
d−αF + nF,2

 .
We can consider each sub-channel an individual SISO chan-
nel. Therefore, they may require different SIC ordering regard-
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ing their effective channel gains. Furthermore, by examining
the expressions for yN and yF , we can deduce that s1 corre-
sponds to a private stream intended for the far user. On the
other hand, s3 and s4 represent private streams dedicated to
the near user, while s2 serves as the common stream shared
by both users. The OMA transmission strategy can be em-
ployed for private streams. For example, the first steam may
equal s1 = s1,2.
Now, let us have a look at the decoding of the common stream.
It can be calculated that the near user has a stronger channel
gain than the far user, given by 0.4525√

403.2
 0.8917√

753.2
. Therefore,

the near and far users decode their signals as follows:

RN,2 = log2

(
1 +
p2,2 × l22 0.4525403.2

Var(nN,2)

)
,

RF,2 = log2

(
1 +

p2,2 × (1− l22)× 0.8917753.2

p2,2 × l22 0.4525403.2 + Var(nF,2)

)
.

Likewise, data rate expressions can be derived for private
channels by eliminating inter-user interference. Additionally,
the transmitted power from each antenna, denoted asP, holds
a specific physical interpretation, such as maximum transmit
power from each antenna element. Hence, the opportunity
for further exploration emerges from optimizing the elements
within P, encompassing enhancing secrecy, improving data
rate, ensuring fairness, and selecting optimal antennas.

3. Mobile Edge Computing

Mobile edge computing, also known as multi-access edge
computing, brings the processing of traffic and services from
centralized cloud servers to the edge of the network, closer to
the end-users, as illustrated in Fig. 6. Instead of transmitting
all the data to the cloud for analysis, MEC devices are respon-
sible for the processing, storage, and analysis of the data [24].
This approach minimizes latency, thus improving perfor-
mance of high-bandwidth applications in real-time [25]. The
combination of NOMA and MEC holds immense potential,
as it not only enhances the spectral efficiency of MEC users,
but also empowers IoT devices at the edge to handle com-
putationally intensive tasks. Combining NOMA and MEC
requires an optimal approach to resource and power alloca-
tion and time management. In order to minimize the time
spent offloading tasks, UE needs to determine the optimal
task partition coefficient β and power allocation poff . The
offloading time (Toff ) can be defined as follows:

Toff =
βN

R
[s] , (18)

Here,N represents the data size of the task, and R is the data
rate of the UE.
The energy consumed during the offloading time Toff can be
calculated as:

Eoff = Toff × poff [J] , (19)

In Eq. (19), poff denotes the transmit power of the UE. Once
the data is offloaded to the MEC server, the duration for the

Cloud server

Core network

MEC server

Base station

UEN UEF

Fig. 6. NOMA-assisted MEC model.

mobile execution time Tmec can be determined using:

Tmec =
βNCm
fm

[s] , (20)

In this equation, Cm represents the required CPU cycles to
execute a bit, and fm is the CPU frequency of the MEC server.
The energy consumption during Tmec can be calculated as:

Emec = ξβNCmf
2
m [J] , (21)

where ξ denotes the energy consumption coefficient for the
MEC. Tables 2–3 summarize existing works on combining
NOMA and MEC. It provides valuable insights into different
research papers that have explored this subject, with a par-
ticular emphasis placed on potential optimization benefits.

4. Discussions and Future Works

In this paper, we have presented a comprehensive analysis of
NOMA and compared it with OMA schemes. The study also
explored the integration of NOMA with MIMO technologies
using the GSVD method. Additionally, we discussed the key
parameters of the MEC technology and provided a literature
review on NOMA with MEC.
Future research directions in this field involve addressing the
limitations that come with assuming availability of perfect
channel state information (CSI) at the transmitters and re-
ceivers. It is recommended to investigate the implications and
benefits of incorporating imperfect channel estimation with
random error matrices, as demonstrated in [36]. By consider-
ing such realistic scenarios with imperfect CSI, the findings
of this study can be extended to real-world applications.
Furthermore, the constraints of the GSVD technique, which
currently allow the combination of only two users simultane-
ously, pose another limitation. However, recent advancements
have shown that the GSVD technique can be extended to
accommodate more than two users, as highlighted in [37]
and [38]. The results of these studies indicate the potential of
assigning more than two users to a resource block, using the
proposed methods.
An intriguing path for future research involves integrating the
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Tab. 1. GSVD-based MIMO applications.

Ref. Objective Technology System
analysis

Optimization
variable Constraints UL/DL Result

[16]

Minimize outage
probability while

improving
physical layer

security

NOMA-
MIMO

Performance
analysis and
optimization

Power
allocation

coefficients
N/A DL

Compared with
GSVD-OMA based

transmission,
NOMA has superior
outage performance

[17]

Design low
complexity and
highly efficient
GSVD-based

beamforming to
maximize

secrecy capacity

OMA-
MIMO Optimization

Power
allocation

coefficients

Average
power con-
sumption

DL

GSVD-MIMO
achieves nearly

identical
performance with
secure dirty paper
coding (S-DPC)

[18] Maximize
secrecy rate

OMA-
MIMO Optimization

Sub-channel
and power
allocation

Quality of
service DL

GSVD-based
precoding

outperforms
a TDMA-based

system

[19]

Obtain the
expressions of

the average data
rate and outage

in a
MIMO-NOMA

relaying

NOMA-
MIMO

Performance
analysis N/A

Finite
number of

users
DL

GSVD-NOMA
achieves a higher

sum rate than
GSVD-OMA

[20]
Maximize

minimum data
rate

NOMA-
MIMO Optimization

Power
allocation

coefficients

Imperfect
channel

estimation
DL

The SINR balancing
problem was solved
using error bounds.

The proposed
solution has better
performance than

non-robust or
OMA-based

solutions

[21] Minimize
offloading delay

H-
NOMA-
MIMO

Optimization
Power

allocation
coefficients

Total
power UL

Hybrid
NOMA-MIMO

based solution has
better delay
performance

compared with
OMA-based solution

[22] Minimize energy
consumption

NOMA-
MIMO Optimization

Task
assignment
and power
allocation

coefficients

Total
power, of-
floading
time, and
RF chains

energy
consump-

tion

UL

NOMA-MIMO
performs better than

OMA, especially
when the data is high
and time is stringent

[23] Maximize
secrecy sum rate

NOMA-
MIMO Optimization

Power
allocation

coefficients

Total power
and QoS UL

NOMA has better
SSR performance

than OMA
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Tab. 2. Summary of some existing works on NOMA-MEC.

Ref. Objective Method Technology Constraints Optimization
parameters

Offloading
policy

[26]
Minimize task
offloading and

computing delay

Linear
problem using

auxiliary
variable

Massive
MIMO

Transmit
power, MEC
computing
capacity

Power allocation,
computation

frequency allocation
Partial

[24] Minimize delay Bisection
search SISO-MEC

Energy and
offloading

power,
computation
time at MEC

Task partition
coefficient, power

allocation
Partial

[22]

Minimize total energy
during local task

offloading and MEC
computing

AO-SCA MIMO-MEC

Total power,
time, energy

consumption on
RF chains

Task partition
coefficient, power

allocation
Partial

[23] Minimize delay
Dinkelbach
transform-

SCA
MIMO-MEC Total power Power allocations Full

[27] Minimize system
energy consumption SCA SISO-MEC

Time,
transmission

power,
decoding power

Power allocation Full

[28] Minimize delay
Alternating

optimization
(AO)

UAV assisted
SISO-MEC

Energy and
QoS

Trajectory of UAV,
power allocation,
user scheduling

Full

proposed system models with emerging technologies, such
as intelligent reflecting surfaces and unmanned aerial vehi-
cles. The integration of these technologies holds significant
promise and provides opportunities to enhance the signal-
to-interference-plus-noise ratio (SINR) of MIMO-NOMA
systems. Overall, this research contributes to the understand-
ing of NOMA, its comparison with OMA schemes, the ap-
plication of GSVD in NOMA systems, and the exploration
of key parameters associated with the MEC technology. The
identified research directions open up avenues for further ad-
vancements in wireless communication systems, enabling
more efficient and reliable transmissions in diverse scenarios.
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