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ABSTRACT 

Following Khoshnevisan et.al. (2007) and Koyuncu and Kadilar (2009), this 
paper develops a general family of combined estimators of the population mean 
in post-stratified sampling (PSS) scheme, using known values of some population 
parameters of an auxiliary variable. Properties of the proposed family of 
estimators, including conditions for optimal efficiency, are obtained up to first 
order approximations. The results are illustrated empirically. 
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1. Introduction 

The use of auxiliary information in constructing estimators of population 
parameters of the variable of interest is highly encouraged in surveys, especially 
when an auxiliary variable is highly correlated with the study variable. Apart from 
using the known population mean X  of an auxiliary variable x, many authors 
have ventured into the use of other known population parameters of x. Notable 
studies along this line, under the simple random sampling without replacement 
(SRSWOR) scheme, include Searls (1964), who used the coefficient of variation 
(CV) of x in estimating the population mean Y  of the study variable y, and 
Sisodia and Dwivedi (1981), who used the CV of x in ratio estimation of Y . 
Singh et.al. (1973) used known coefficient of kurtosis in estimating the population 
variance of y. Sen (1978) and Searls and Intarapanich (1990) also used known 
coefficient of kurtosis in estimating Y . Singh and Tailor (2003) used known 
correlation coefficient in ratio estimation of Y . Singh (2003) used known 
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standard deviation of the auxiliary variable x in estimating . Y  Khoshnevisan et.al. 
(2007) proposed a general family of estimators of Y  under the SRSWOR scheme, 
which uses known parameters of the auxiliary variable x such as standard 
deviation, coefficient of variation, skewness, kurtosis and correlation coefficient. 
Motivated by Khoshnevisan et.al. (2007), the present study intends to develop a 
general family of estimators of Y  under the post-stratified sampling scheme.  

Under the stratified random sampling scheme, Cochran (1977) discussed the 
usual stratified sampling estimator, sty , and also separate and combined ratio-type 
estimators of Y . Kadilar and Cingi (2003), motivated by the works done under 
the SRSWOR scheme by Sisodia and Dwivedi (1981), Singh and Kakran (1993), 
and Upadhyaya and Singh (1999), proposed some estimators of Y  in stratified 
random sampling using known values of population mean hX , coefficient of 
variation xhC , and coefficient of kurtosis )x(h2β  of the auxiliary variable x in 
stratum h. Kadilar and Cingi (2003) restricted their work to ratio estimation of Y  
in stratified random sampling. Koyuncu and Kadilar (2009) proposed a more 
general family of combined estimators of Y  in stratified random sampling along 
the line of Khoshnevisan et.al. (2007). Chaudhary et.al. (2009) considered, in a 
more recent paper, a general family of combined estimators of Y  in stratified 
random sampling under non-response. Motivated by Khoshnevisan et.al. (2007) 
and Koyuncu and Kadilar (2009), we consider in the present study, a general class 
of combined-type estimators of Y  in post-stratified sampling scheme, using 
information on known values of some population parameters of an auxiliary 
variable. 

2. The Proposed Estimators 

Let )(x y hihi  denote the ith observation in stratum h for the study (auxiliary) 
variate in post-stratified sampling scheme. Let a random sample of size n be 
drawn from a population of N units using SRSWOR method, and let the sampled 
units be allocated to their respective strata, where hn  (a random variable) is the 

number of units that fall into stratum h such that nn
L

1h
h =∑

=
. We assume that n is 

large enough such that . h   , 0)0n(P h ∀==  Following Khoshnevisan et.al. (2007) 
and Koyuncu and Kadilar (2009), we propose a general family of combined 
estimators of the population mean Y  in post-stratified sampling scheme as 
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where, 
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hhps yy  is the usual post-stratified estimator of Y   
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1h
hhps xx  is the usual post-stratified estimator of X   

∑
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ω=
L

1h
hhXX  is the known population mean of the auxiliary variate x.  

b  , 0)( a ≠  are either constants or functions of known population 
parameters of the auxiliary variate, such as Standard deviation 

)( xσ , Coefficient of variation )C( x , Skewness ))x(( 1β , Kurtosis 
))x(( 2β , and Correlation coefficient )( yxρ , and 

N/Nhh =ω  is stratum weight, L is the number of strata in the population, 

hN  is the number of units in stratum h, N is the number of units 
in the population, hX  is the population mean of the auxiliary 
variate in stratum h, and )x( y hh  is the sample mean of the study 
(auxiliary) variate in stratum h. 

Under the conditional argument, that is, for the achieved sample 
configuration, ) n ,  , n , n (n L21 =  , the post-stratified estimator, psy  is unbiased 

for Y  with variance, 
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where 2V  refers to “conditional variance” and 2
yhS  is the population variance of y 

in stratum h. 
 
For repeated samples of fixed size n, we obtain the unconditional variance of 

psy  by taking the expectation of equation (2.2). This gives the unconditional 
variance of psy  as:  
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Following Stephan (1945), we obtain, to terms of order 
2n−

,  
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Consequently, the unconditional variance of psy  obtained up to first order 

approximation is 
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Similarly, the unconditional variance of psx  and the unconditional covariance 

of psps x  and  y  are obtained respectively as 
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where N/nf =  is the population sampling fraction, 2

xhS  is the population 
variance of x in stratum h, and yxhS  is the population covariance of y and x in 
stratum h. Let 
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Under the unconditional argument, we obtain 
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We can rewrite equation (2.1) in terms of 10 e  and  e  as 

 g
10pss )e1)(e1(Yy −αλ++=                 (2.14) 

where . 
bXa

Xa
+

=λ  Assuming 1 e 1 <αλ , so that the series g
1)e1( −αλ+  

converges, and expanding equation (2.14) up to first order approximations in 
expected value, we obtain the expressions: 
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To obtain the unconditional bias and mean squared error of the proposed 

estimators pssy  we take the unconditional expectations of equations (2.15) and 
(2.16), and use equations (2.10) – (2.13) to make the necessary substitutions. This 
gives the unconditional bias and mean squared error of pssy , respectively as 
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where X/YR =  .  
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3. Special Cases 

The proposed estimator, pssy  is a general class of estimators capable of 

generating an infinite number of combined estimators of Y  by making 
appropriate choices of the values of α , g, a  and b  in equation (2.1).  The 
following are some special cases of the proposed estimators, pssy , of Y  in post-
stratified sampling scheme. 

 

Estimator Values of 
α  g  a  b  

1. Usual stratified estimator, 

∑
=

ω==
L

1h
hhpspss yy)1(y  

– 0 – – 

2. Usual Combined ratio-type estimator, 

X
x

y
y)2(y

ps

ps
psRCpss ==  

1 1 1 0 

3. Sisodia-Dwivedi (1981) estimator, 

xps

x
pspsSDpss Cx

CX
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+
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4. Singh-Kakran (1993) estimator 

(1),
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Estimator Values of 
α  g  a  b  

7. Singh-Tailor (2003) estimator (1), 
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Notice that the usual post-stratified estimator psy  is a special case of the 
proposed family of estimators pssy  if and only if we choose 0g =  , no matter the 
values of . b  and  a  , α  Again, we observe that the next six (6) special cases, 

 7 ,   , 2i  , )i(ypss =  are ratio-type estimators, while the remaining nine (9) 

special cases  16 ,   , 8i  , )i(ypss =  are examples of product-type estimators of Y  
in post-stratified sampling scheme. 

4. Efficiency Comparisons 

Using equation (2.18), we obtain the unconditional variance/mean squared 
errors of the estimators,  16 ,   , 2  , 1i  , )i(ypss = as follows: 
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Applying the least squares method, the (optimum) choice of α  that minimizes 
equation (2.18), is obtained as 
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and the resulting optimum unconditional mean squared error of pssy  is obtained 
as 
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Notice that equation (4.18) is the same as the unconditional variance of the 
usual combined post-stratified regression estimator, )Xx(yy ps0pspsREG −β−=  . 
This implies that the efficiency of the proposed general family of estimators may 
not be improved beyond the efficiency of the customary combined regression-
type estimator in post-stratified sampling. However, using equations (4.1) and 
(4.18), we observe that: 
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This shows that under optimum conditions, the proposed family of estimators 
is more efficient than the usual post-stratified estimator, psy  in terms of having a 
smaller mean squared error.  

Again, let ∑
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This shows that the optimum estimator in the proposed family of estimators is 
more efficient than the usual combined ratio-type estimator psRCy  . Similarly, it 
could be shown that none of the special cases of the proposed family of estimators 
is more efficient than the optimum estimator in the proposed general family of 
estimators. 

5. Empirical Illustration 

We have applied the proposed general family of estimators on the data on the 
academic performance of 96 students of Statistics department, Federal University 
of Technology, Owerri, 2008/2009 academic session. (Source: Department of 
Statistics, Federal University of Technology, Owerri, Nigeria). Here, we used the 
cumulative grade point average (CGPA) as the study variate, and performance in 
a general (pretest) Statistics examination as the auxiliary variate. Stratification 
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was carried out by gender, and we assumed, hypothetically, that the number of 
male and female students to be included in the sample might not be determined 
until after sample selection. Consequently, we first took a random sample of size 

20n = , which showed the distribution of male and female students, after sample 
selection, as 8 males and 12 females. The data statistics, consisting mainly of 
population parameters, are shown in Table 1, while Table 2 shows the percentage 
relative efficiencies (PRE) of the proposed estimators over the customary post-
stratified estimator psy  of the population mean, Y  in post-stratified sampling 
scheme.  

Table 1. Data Statistics 
POPULATION MALES = STRATUM 1  FEMALES = STRATUM 2 

96N=  72N1 =  24N2 =  

20n=  8n1 =  12n2 =  

13.68X =  11.68X1 =  17.68X2 =  

44.2Y =  44.2Y1 =  46.2Y2 =  

03.7Sx =  28.7S 1x =  36.6S 2x =  

37.49S2
x =  97.52S2

1x =  41.40S2
2x =  

57.0Sy =  60.0S 1y =  50.0S 2y =  

33.0S2
y =  35.0S2

1y =  25.0S2
2y =  

26.3Syx =  43.3S 1yx =  75.2S 2yx =  

82.0yx =ρ  80.01yx =ρ  90.02yx =ρ  

67.02
yx =ρ  64.02

1yx =ρ  80.02
2yx =ρ  

10.0Cx =  11.0C 1x =  09.0C 2x =  

23.0Cy =  24.0C 1y =  20.0C 2y =  

10.1)x(1 −=β  23.1)x(11 −=β  50.0)x(12 −=β  

11.0)y(1 −=β  14.0)y(11 −=β  14.0)y(12 =β  

83.3)x(2 =β  33.4)x(21 =β  34.1)x(22 =β  

27.1)y(2 =β  40.1)y(21 =β  31.0)y(22 =β  

04.0=γ  05.01 =γ  16.02 =γ  

−  75.01 =ω  25.02 =ω  

−  56.02
1 =ω  06.02

2 =ω  

,035814.0R =    ,035761.01 =θ   ,033908.02 =θ   
,035800.03 =θ   ,022926.04 =θ   ,035388.05 =θ   
,032464.06 =θ   ,039521.07 =θ   ,034874.08 =θ   
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Table 2. PRE of some post-stratified combined estimators of Y  over psy  

Estimator Variance / MSE PRE over sty  
)1(ypss  0.012864 100 
)2(ypss  0.006151 209.14 
)3(ypss  0.006158 208.90 
)4(ypss  0.006381 201.60 
)5(ypss  0.006153 209.07 
)6(ypss  0.007984 161.12 
)7(ypss  0.006202 207.42 
)8(ypss  0.024637 52.21 
)9(ypss  0.024616 52.26 
)10(ypss  0.024632 52.22 
)11(ypss  0.019818 64.91 
)12(ypss  0.023322 55.16 
)13(ypss  0.026145 49.20 
)14(ypss  0.024264 53.02 
)15(ypss  0.024468 52.57 
)16(ypss  0.023883 53.86 
)opt(ypss  0.004422 290.91 

From Table 2, we observe that not every estimator in the proposed general 
family of estimators performed better than the usual post-stratified combined 
estimator psy . The table also confirms that the optimum estimator )opt(ypss  is 

the most efficient estimator in the proposed family of combined estimators of Y  
in post-stratified sampling scheme. Again, we observe that for the given data set, 
the combined ratio-type estimators, )i(yps , 7 ,  , 3 , 2i =  performed better than 
the customary post-stratified estimator psy  in terms of having smaller mean 
squared errors, while the combined product-type estimators, )i(yps , 

16 ,  , 9 , 8i =  did not perform better than psy .  This is expected since for the 
given data set, there is a strong positive correlation (0.82) between the study and 
auxiliary variables. The product-type estimators would perform better than psy  
and the ratio-type estimators when there is a strong negative correlation between 
the study and auxiliary variables. 
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6. Concluding Remark 

We have proposed a general family of combined estimators of Y , in post-
stratified sampling (PSS) scheme, which is found, under some optimum 
conditions, to be as efficient as the post-stratified regression estimator psREGy  , but 
more efficient, in terms of having a smaller mean squared error, than the usual 
post-stratified combined estimator, psy  Properties of the proposed general family 
of estimators are obtained up to first order approximations and illustrated 
empirically.  
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