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A simple proof of a theorem on Markov operators

by AntOoNt LEon Dawipowicz (Krakow)
and ANprzes Turski (Katowice)

Abstract. We present a simple proof of one theorem of Koopman-von Neumann-Halmos
characterizing weakly mixing Markov operators.

Introduction. In the ergodic theory we often encounter theorems which
exhibit the interplay between properties of certain operators and properties
of their Cartesian products. In the case of a deterministic operator the
mixing property is equivalent to the ergodicity of its Cartesian square. This
property does not extend to Markov operators. The corresponding results
for the case of a Markov operator is the Koopman-von Neumann-Halmos
theorem. A proof has been supplied by Aaronson, Lin and Weiss [1], using
the idea of a Markov shift the theory of Hilbert spaces.

In this paper we present another proof of this theorem. This proof
resorbs only to the properties of Markov operators in L'.

1. Definitions, notation and basic theorem. Let (X, £, m) be a measure
space with m being ¢-finite.

DerFiniTioN 1. A function P: X xX — [0, 1] is called a transition prob-
ability if it satisfies the following conditions:

1. For every xe X, P_(x, *) i1s a measure on (X, X);
2. For every AeZX, P(-, A) is Z-measurable;
3. For every xe X, P(x, -) is absolutely continuous with respect to m.

Using this idea we can define two operators dual to each other called
the Markov operators on X acting on L®(X) and L'(X) respectively. We
shall denote these operators by the same character as the transition prob-
ability; however, in the case of an operator on L®(X) we shall write this
symbol left to the argument and in the case of an operator on L' (X) we shall
write it on the right.

DeriNiTION 2. Pf(x) = [ f(y) P(x, dy) for feL™(X).
X
DeriNimion 3. [uP(x)m(dx) = | P(x, A)u(x)m(dx) for ue L'(X), AeZ
A X
(i.e, uP =dy/dm, where pu(A) = | P(x, A)u(x)m(dx)).
X
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The correctness of these definitions (i.e., the independence on the choice

of the representative function and the absolute continuity of u) follows from
property 3 of the definition of a transition probability.

The operator P acting on L' (X) will be also considered as an operator
acting on absolute continuous measures,

HP(A) = [ P(x, A) p(dx).

X

We shall also write

G, ) = [u(x) f(x) m(dx).
X

DerFinITION 4. A measure p absolutely continuous with respect to m is
called invariant if uP = u.

In subsequent considerations we shall need a characterization of the
iterates of P. We define the operator of transition probability in n steps by
induction.

DEFINITION 5. P, (x, A) = P(x, A), P,y (x, A) = | P(y, A) P,(x, dy).
X

THEOREM 1. P, is a transition probability. Moreover, P, f = P"f for every
felL*(X) and uP, = uP" for every ue L'(X), where P" denotes the n-fold
iterate of P.

This theorem shows that it is legitimate to denote by P" also the
transition probability in n steps.

DeriNiTION 6. A Markov operator P is called ergodic if for every
ue L' (X) satisfying the equality

(1 fu(x)ym(dx) =
X

and for every fe L*(X), the condition

lNl

lim — Y <uPf)>=0

N*«JNk 0
is satisfied.

DEerinimion 7. An operator P is called weakly mixing if for every
ue L' (X) satisfying equality (1) and for every fe L®(X) the condition

hm— Z [<uP*, f> =0

N—-m®

is satisfied.
We shall also use the following characterization of ergodicity.

THEOREM 2. An operator P is ergodic if and only if every function
ge L*(X) satisfying the condition Pg = g is constant almost everywhere.



Theorem on Markov operators 67

The proof of this theorem is generally known and presented for example
in [2]. An analogous theorem characterizes weakly mixing operators.

THEOREM 3. An operator P is weakly mixing if and only if for every
function ge L*(X) satisfying the condition Pg = Ag for some complex A
with |A| = 1 is constant a.e.

The proof of this theorem is given in [3].

2. Formulation and proof of the Koopman-von Neumann-Halmos the-
orem. To formulate the theorem, we need the definition of the Cartesian
product of Markov operators.

DerINTION 8. Let P and Q be transition probabilities on (X, £, m) and
(Y, M, n), respectively. We denote by P xQ the transition probability on
(X xY, 2 x99, mxn) given by the formula

(PXQ)((X’ y)’ ) = P(x, ) XQ(_)’, ")

This transition probability induces the Markov operators P xQ on
L*(X xY) and L' (X xY).

THEOREM 4. An operator P on X is weakly mixing if and only if for every
measure space (Y, M, n) and for every ergodic Markov operator Q on Y
admitting a finite invariant measure equivalent to n the operator P xQ is
ergodic.

Proof. Necessity. Let P be a weakly mixing operator on L*(X, X, m)
and let Q be an ergodic operator on L*(Y, M, n). Let u ~ n be a measure
invariant with respect to Q, as in the condition of the theorem.

To prove the necessity of the condition it is enough to prove the
ergodicity of P x(Q. We appeal to Theorem 2. Let a function fe L®(X xY,
2 x I, m xn) satisfy the condition (P xQ) f = f. We shall show that this
function is constant almost everywhere. Let us consider an arbitrary function
ue L' (X) satisfying the condition

fu(x)m(dx) = 0.
X
We have to show that

Iy = [|fu(®)f(x, yym(dx) u(dy)| = .
Y X

Obviously,
[[u(x) f(x, yym(dx)| = A(y) fu(x) [ (x, y) m(dx),
X X

where |[A(y)) =1 and Ae L*(Y). Hence

1= [40) (4097 6x, 9 na) e
Y X
. v l N—-1
= ‘i(y) u(x)ﬁkZO(P x Q' f (x, y)m(dx) u(dy)
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- , :
=N Z Jl(y) Ju(X) jf(s (P x Q) ((x, ), d(s, 1)) m(dx) u(dy)

X x Y

N—-1 *
_L A(y) u(x [ (s, 1) Q*(y, dtJP"(x,dS)m(dxm(dy)
Nizo 0 ]
1 N-1 .
=N l(y) [ (x, ) Q*(y, dr)Jm(dX)u(dy)
k=0 .
Y X
| N
=N Z uP"(X)[ A(y) f(x, 1) Q*(y. dt)Jﬂ(dy)m(dX)-
X Y Y

We define a function ve L' (Y) by the formula
v=du/dn.

Since pu ~n, v >0 almost everywhere. Moreover, Ave L'(Y). Hence
I, = N uP"(X)[Jl(y)v(y) (Jf(x, 10" (y, dt))n(dy)]m(dx)
k=0
X Y Y .

uP(x) (Av, Q*f (x, )> m(dx)

= TP G0t S (D midy
k .

N-1
=% > |uP(x) jf (x, ¥)(Av) Q*(y) n(dy) m(dx)
k=0 i, ;
f‘l N-1
= |- Y (A)Q*(y) fuP“(X)f (x, y)m(dx)n(dy)
JN. S
Y X
(1 " (An) @ (y)
= |— Pk d
IN & o) Pt f (-, y)) u(dy).

Y

For every Ae MM we have

|§ (A0) @ () n(dy)| = || (A0) () Q* (v, A)n(dy)] < [12(») v (y) Q* (v, A)l n(dy)
A Y Y

= [v()) Q* (v, A n(dy) = nQ*(A) = u(A) = [v(y)n(dy).

Y
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Hence |(Av) Q*(y)| < v(y) for almost every yeY and in consequence

‘1 N-1
Ihl< |y Y IuP £,y u(dy)
k=0

s

Y

for every positive integer N. Since
1P, f (o < Ml 1 Dl < Ml 1T o ey

u is finite and

. 1 N-1
lim Y [<uPt f () =0
N—-ax k=0

almost everywhere it follows from the Lebesgue Dominated Convergence

Theorem that I, = 0. Hence also _fu(x)f(x, yym(dx) =0 u-ae. Thus, for
X

n-almost every y the function f(-, y) is constant m-almost everywhere. Write
g(y) = f(-, y) m-ae. Then Qg(y) =(P xQ) f(x, y) = f(x, y) = g(y) n-ae. and
it follows [rom the ergodicity of @ that the function g is constant almost
everywhere. Consequently the operator P xQ is ergodic.

Sufficiency. To prove the sufficiency let us consider an operator P such
that for every measure space (Y, MM, n) and for every ergodic Markov
operator Q on Y admitting a finite invariant measure equivalent to n, the
operator P x(Q is ergodic. Let us consider a [unction ge L™ (X) such that
Py = /g for a complex number /4 of modulus 1.

Case 1. There exists pe N such that A7 = 1.

Let us define

Yy=10,1,...,p—1', M= 2(Y), n(A)=card 4,
(y)=y—1(modp), OQf =for.

The Markov operator Q is ergodic and n is a finite measure invariant with
respect to Q. Let f(x, y) = ¢y (x). Clearly, feL*(X xY) and (P xQ) f(x, y)
= Pf(x, t(») = 27 Ag(x) = X g(x) = f(x, y).

Since P x Q is ergodic, f is constant a.e.; consequently g is constant a.e.
and P i1s weakly mixing.

Case II. A # 1 for all peN.

Let Y = yeC: |yl =1}. We denote by I the o-algebra of all Lebesgue
measurable sets in Y and by n the one-dimensional Lebesgue measure on the
unit circle. Let t(y) = A" 'y, Of = fot. The operator Q is ergodic [4] and n
is a finite invariant measure for Q. Let f(x,y)=yg(x). Clearly, fe
L*(X xY) and (PxQ)f(x,y)=Pf(x,27'y)=2""yPg(y) = 1" 'ylg(x) =
S(x; y) ae. Since P xQ is ergodic, f is constant and so P is weakly mixing;
this completes the proof.
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