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1. Introduction. Wald proved most of the results of [4] under the
hypothesis that the set of decision statistical functions at statistician’s
disposal is weakly eompact in the intrinsic sense. In [3] Le Oam establishes
certain theorems of complete class supposing that the class of decision
statistical functions -at the statistician’s disposal is compact in a certain
sense and in the same paper he mentions that the compactness of the
space H may be replaced by the more general property (W). Kudo retakes
the property (W) in [1] giving a precise description of this property and
providing some conditions which imply it, partially sketched by Le Cam
in [3].

In the present paper we try to give a topological description of these
concepts and to establish a tight relation between them and the existence .
of minimax and Bayes solutions.

Let us consider a statistical decision function problem (2, H,r),
where £ is the space of the parameter w, H the class of decision functions 4
to which the choice of a statistician is restricted, and #(w, 8) the risk
function imposed on him when 4§ is chosen and w is the true value of a para-
meter. Let us suppose r(w, 8) > 0 for any w e 2 and 8 €e H. Let o be
a class of probability measures given a priori on (£, 0(9)), where o(R)
i8 a o-algebra of sets in 2 such that all countable sets belong to o(£).
We suppose that # contains at least the set of probability measures
degenerated on £, which will be expressed by »# = Q. By r we denote also
the appropriate extension of the risk function to # x H. Now we denote
by P =(s#,H,r) an extension of the statistical declslon problem
(2, H, r) [4]. B

~ In Section 2 a topology J, is introduced on H and it is proved that
(H, F,)-is a topological compact space if and only if there is a minimax
solution for the problem P — (¢, H, 7).

In Section 3 it is shown that a topology J, may be built on H so

that H is weakly compact in the intrinsic sense if and only if (H,J )
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is a topological compact space. If u, € is an a priori distribution on
(92, 0(R)), then a topology 7, (Section 4) can be associated to H so that
(H, 7 ,,) can be a topological compact space if and only if there is a Bayes
solution relative to u,.

In Section 5 the property (W) is introduced and in Section 6 the
property (W) is redefined from [1]. Also the relation between the proper-
ties (W) and (W) and the topologies defined in Sections 2-4 is established.

The most important result in Section 6 establishes that, in the case
where 5 is a countable set, the properties (W), (W) and the compactness
in the intrinsic sense are coincident. The problem for the general case
remains open.

2. Topology 7,. We say that &' of H is a minimazr solution for
P=(#,H,r) if

supr(u, 8') = infsupr(u, 6).
ueN deH peX’

Now, we assign to each element 8, € H a family of neighborhoods
¥ (8,, €) consisting of all elements & of H such that

supr(u, 8o) —supr(p, 8) < e if supr(u, 8,) < oo,
] s b

1
sup?r(u, 6) > — if supr(u, 6) = oo,
u & “

where & > 0. Such a system of neighborhoods of every 4, H defines
a topology J, in H. Relative to this topology we have

THEOREM 1. The following statements are equivalent:

(i) (H,T,) i8¢ a compact space.

(ii) For any sequence (8;); of elemenis of H, there exist an element 3*
of H and a subsequence (J; )j of the sequence (6;); such that

(2.0) limsupr(u, d,j) supr(,u, 8*).

joo b

(iii) There exists 8’ in H such that

supr(u, 8’) = infsupr(u, 9),
I 4 u

i.e., there exists a minimax solution for P = (&, H,r).

Proof. The equivalence of (i) and (ii) is obvious since a sequence (4;),
of elements of H converges in the topology 4, to a decision function 4*
of H if and only if

limsupr(u, &) > supr(u, 8*).
I

i—»00 u
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We now prove that (ii) = (iii). Obviously, there exists a sequence (J;);
of decision functions of H such that
(2.1) limsupr(u, 8;) = mfsupr(y, d).
{00 u
By (ii) there exists a subsequence (6,1), of (6;); satisfying (2.0), so we
have
(2.2) limsupr(u, a,j) = mfsupr(,u, é)

joo u

and, consequently,

infsupr(u, 8) > supr(u, 8%)
s u ]

which is equivalent to relation (iii) for 8’ = 8*.

We shall now complete the proof of the theorem by showing that
(iii) = (ii). Suppose H does not satisfy (ii). Then there exists a sequence
(6‘), of H such that for any subsequence (6‘1), of the sequence (4;); there
is no 8" of H such that

(2.3) limsupy (4, 6,1) supr(p, é").

jooo u

It follows from (2.3) that
(2.4) limsupr(u, 3,) < supr(p, 8) for any deH.

jooo 4
On the other hand, it follows from (iii) that there exists 8* € H such
that

(2.5) supr(u, 8*) = infsupr(u, 4).
b 4

By (2.4) for 8 = 6" and (2.5) we have
(2.6) hmsupr(y, &) < supr(,u, 8% = mfsupr(p, 8) < supr(,u, d)

J—>c0 “
for any & € H. Hence we obtain

limsupr(u, 6,) < supr(y, 8*) < supr(u, d,) forany j>1

j—»oo"

Now letting j > oo we obtain a contradiction with (2.3), and the
theorem is proved.

From properties (i) and (ii) of Theorem 1 it follows that a necessary
and sufficient condition for the existence of minimax solutions for the
decision problem P = (o, H, r) is that the space H of decision functions
at the statistician’s disposal is a topological compact space related to
the topology 4, defined above.
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3. Topology 7,. We consider a topology on the space H of the decision
functions at the statistician’s disposal, which generates the weak compact-
ness in the intrinsic sense defined by Wald in [4].

We say that H is weakly compact in the inirinsic sense relative to
(o#, H, r) if for any sequence (4;); of H there is a subsequence (6.‘1), and
there is 0* € H such that

limy(u, 8) > r(p, 8%) for any pest’.
J—o0

Now, we build the following topology on H. We assign to each ele-
ment 4, € H a family of neighborhoods ¥ (8y; sy, ... i, €) consisting
of all elements 8 of H such that

r(pgy O0) —7 (g, 0) < & if r(u;, 8y) < o0,
1 )
r(pgy 0) > "y if r(pgy 8p) = oo,

where k is an arbitrary positive integer, u,, ..., 4, a finite subset of
and e > 0. It is easy to verify that the family of sets obtained by varying
ky,pyy ...y pxy &€ can be used as an open set basis to define a topology.
Let us denote this topology by J,. It is then clear that a sequence (é;);
of H converges in the topology 7, to an element 4’ of H if and only if

limy(u, 8) > r(u, 8') for any u e .
f—»00

Thus, relatively to the Wald weak compactness in the intrinsie
sense, we have

THEOREM 2. H is weakly compact in the imtrinsic sense relative to
(¢, H, r) if and only if (H,F,) i3 a compact space.

Proof. The proof is immediate if we consider the definition of the
convergence in the topology J, and the definition of the compactness
of a space.

It is easy to prove that the topology J, is finer than the topology 5,.
Hence, because of Theorems 1 and 2, we obtain

CoROLLARY 1. If (H,J,) 8 a compact topological space, then (H,T,)
8 a compact topological space. '

4. Topology 7, . Let u, be an a priori distribution in (2, o(Q)) and
d,eH. '

We say that 8, is a Bayes solution relative to u, if

(4.1) 7 (o9 8) = il:f"(ﬂo; d).
We now topologize the space H by defining a base of open neighbor-

hoods for any point &’ of H. Consider the family of sets of the form ¥~ o (8’ €)
congsisting of all elements 8 of H such that
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r(phoy 6') —r(poy )< e if (s, 8') < o0,
1 '
7 (toy 0) > Py if #(poy d') = o0,

where & > 0. Let us denote by 7, the topology generated by this family
of sets obtained by varying &. It is clear that a sequence (4;); of elements
of H converges in the topology J, to an element 8* of H if and only if

}iin’_'.(#o» 8;) = r(po, 0%).

As to the compactness of the space H in the topology 7, we have

THEOREM 3. (H, T ) 18 a compact topological space if and only if there
exists 8, of H such that 8, 18 a Bayes solution relative to u,.

Proof. Suppose that (H,J,) is a compact space. It is clear that
there exists a sequence (d;); of elements of H such that -

(4.2) lim# (u,, &;) = infr(u,, 9).

) {—»00 é
Since (H,J, ) is a compact space, there exist a subsequence (69),
of the sequence (“gi)z and a decision function d, € H such that .

(4.3) Lim e (uey 85) = #(poy b)-

J—oo0

On the other hand,
(4:4) - lji_m_"(llo’ d«,) = limr (g, &).

It follows from (4.2)-(4.4) that
il:f"(l‘o, 8) = r(4oy ). _
Obviously, the equality must hold in this reiation, and 4, is a Bayes
solution relative to u,.
Conversely, let (4;); be a sequence of elements of H. It is sufficient

to prove that there exist a subsequence (8:,); of the sequence (4;); and an
element 8* € H such that

(4.5) Lim (s, 6{,) > r(o, 0%).
J—>o0

But for any subsequence (dy), we have
(4.6) }%'(I‘o’ "ij) = ird’-fr(l‘o’ d).

Let &' be a Bayes solution relative to u,. Then
(4.7) i?-f"(!‘oy ) = r(po, 9').

The theorem is an immediate consequence of (4.6) and (4.7).
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COROLLARY 2. (H,J,) i8 a compact space for any p € if and only
if for any p €¥ there exists 8, of H, a Bayes solution relative to u.

Since 7, is finer than 4, , we have

THEOREM 4. If (H, T ,) i8 & compact space, then (H,T,) 18 a compact
space for any u e .

We establish in the sequel that, in general, if (H,J,) is a compact

topological space, then (H,J,) need not be a compact topological space
for any u €5 . For this we give the following

Example 1. Let us consider the decision problem (2, H, r), where
Q = {w,, wgy ...}, H = {8, 85, ...} and r is defined by r(w;, &) = /(i +])
for ¢,j > 1. Suppose that # = Q.

Since

infsup?r(u, 6) = supr(u, §) =1 for any j>1,
4 u

there exists a minimax solution for the decision problem (s#, H, r). Ac-
cording to Theorem 1, (H, J7,) is a compact space.
On the other hand, we have

infr(u;,y 8) =0, r(u;, 6) #0 for any ¢,j>1,
é

where u, is an a priori distribution which assigns the probability one to
the element w; of Q. Thus, according to Theorem 3 for any u € &, (H, 5 ,)
is not a compact space.

So, this example establishes that the converse of Corollary 1 is not
generally true.

Now we build a decision problem (5, H,r) such that, for any
p€xX,(H,d,) is a compact space but (H,J,) is not a compact space.
Thus, according to Corollary 1, (H,J,) is not a compact space.

Example 2. Let (2, H, r) be a decision problem where 2 = {w,, w,},
H = {8;};50,, and r is defined by

r(wyy &) =0, r(w,y &) =a,>0,
r(wyy 8,) =a6,>0, r(w,,d)=0,
r(og, &) =r(wg, 4) =a;,>0, i>2,

where (a;); is a sequence of real numbers decreasing to zero. We suppose
¥ = Q.
Since

supr(u, ;) =a;>0, i >0, infsupr(u,d) =0,
Iz 4 &
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there exists a minimax solution for (s, H,r). By Theorem 1, (H,J,)
is not a compact space. But it is clear that

il:f’(l‘la 0) = r(p4y, 6y) and il:f"(l‘n 0) = r(pq, 4,),

i.e., 4, is a Bayes solution relative to u, and J, is a Bayes solution relative
to u,. Thus, according to Theorem 3, (H, J,) is a compact space for any
BEN.

5. The property (W). Let us consider
F ={f1f: # [0, o]}.

We build a topology in & by defining a base of open neighbor-
hoods for any point f° e #. Consider the family of sets of the form
¥ (f% g1y -y tey €) consisting of all elements g of # such that

I () —g(u)l < e if fO(ug) < oo,
1
g(p) > I’y if f'(u;) = oo,

where u,, ..., 4, are elements from 5 and e is a positive number. It is
clear that the family of sets obtained by varying %k, 4,, ..., 4, 8 can be
used to define a topology f. We shall refer to it as to the pointwise con-
vergence topology in #.

Let us write

Hr) ={feF |3V r(u, 8 =fw)}.
8eH peX

Clearly, H(r) « &#. Let H(r) be the closure of H (r) with respect to f.
Let us consider

H(r)" ={feHr)| 3 V limr(g,s) =f(u)}.

("{){CH ueH i+

The set H is said to have the property (W) if for any f € H(r)~ there
exists f* € H(r) such that

F (W) <f(u) for any pest.

Relative to this property and topologies defined in Sections 2-4,
we have the following

THEOREM 5. If H has the property (W), then (H,J,) 8 a compact
8pace.

Proof. Let (J;); be a sequence of decision functions such that

(6.1) limsupr(u, &) = infsupr(u, 8).
u

-0 p é
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It is clear that for any u e we have
(5.2) limsupr(u, 8,) > Iimr(x, 8)).
i—>00 u {=»00
Let us consider

f(u) =limr(u, 8;) for any ues.
{—oc0

Olearly, f € H(r)". Since H has the property (W), there exists f* € H(r)
such that

(5.3) f*(w)<f(u) for any pueo.
Because of f* € H(r) there exists 8* € H such that
(5.4) f*(p) =r(u, 8%) for any uesw.

From relations (5.1)-(5:4) we obtain
supr(p, 8°) < infsupr(u, 8),
L]

i.e., * is a minimax solution to the decision problem P = (#, H, 7).
Thus, according to Theorem 1, (H,J,) is a compact space and the the-
orem is proved.

THEOREM 6. If H has the property (W), then (H,T,) is a compact
8pace for any u €.

Proof. Let u, be an element of 5#. We shall show that if H has the
property (W), then (H, 5 4) 18 @ compact space. It is clear that there exists
a sequence (J;); of elements of H such that

(5.5) lims (o, 8) = infr (o, 8). L

For any u esf set
f(w) = Timr (s, 8):

Since f € H(r)", there exists f* € H(r) such that for any u e#

(5.6) ) <fp).

Since f* € H(r), there exists é* € H such that, for any u e, #(u, 8°)
= f*(u). This relation holds for every u €3¢, so it must hold for u,. Thus,
because of (5.6), (6.56) and the form of f, we obtain -

i-‘:-f"(.“o, 8) = r(o, %),
i.e., 8° is a Bayes solution relative to u,. According to Theorem 3, (H, I o)

is a compact space. Since u, can be chosen arbitrarily, the theorem is
proved.
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THEOREM 7. If (H, T,) i8 a compact space, then H has the property (W).
Proof. Let f be an element of H(r)" . Therefore, there exists a se-
quence (4;); of elements of H such that

(8.7) limr(u, 8) = f(u) for any ues.
3

Since (H, J,) is a compact space, there exist a subsequence (d,j), of
the sequence (4;); and é* of H such that

(5.8) limr (g, 8,) > r(p, 6*) for any ue#.
7

One can easily verify that
(5.9) limr(p, &) >limr(p, é,) for any ues#.
i i

It follows from (5.7)-(5.9) that
r(u, 8") <f(u) for any ues.

The proof of the theorem is an immediate consequence of this rela-
tion.

‘6. The property (W). Let (#,.#) be the topological space defined
in Section 5.

Definition [1]. A subset E = & is said to be half-closed if for any
element f* € £ (where K is the closure of E with respect to .#) there exists
an element f° € F such that

(6.1) f(w)<f*(w) for any pes#.

Definition [1]. H has the property (W) if H(r) (defined in Section 5)
is half-closed.

We have the following relation between the property (W) introduced
in Section 5 and the property (W) defined in [1]:

THEOREM 8. If H has the property (W), then H has the property (W).

Proof. We prove that H(r) is a half-closed set. For this purpose,

let f* be an element of H(r). But then it follows that f* € H(r)". Since H
has the property (W), there exists an f° of H(r) such that (6.1) holds.

The following example provides a decision problem for which (H, J,)
is a compact topological space and H does not have the property (W).

Example 3. We consider the decision problem (2, H, r) such that
2 = {051, H = {4};5, and

r(oy d) =@, 21,
r(w 0) =D, i<j, j=1,
r(wg, 8) =0, 1<ji<it,
where 0 > a > b > 0. Suppose that # = Q.
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Since
igfsupr(#, 8) = supr(u, &) = a,
I b

8, is a minimax solution. Thus, by Theorem 1, (H, J,) is a compact space.
Now, we prove that H does not have the property (W). Let f;(u;) be
defined by

Ji(w) =r(p;, &) forany i>1,5>0

Hence H(r) = {f;};»,- But H(r) = H(r)U{f*}, where f* is an ele-
ment of & such that f*(u) = b for any u €# . We suppose that H has the
property (W). Then there exists f € H (r) such that for any u €5# we have
f(u) <f*(pn), i-e., there exists j > 0 such that fi(u) < b for any ueX.
Because of the form of f; we obtain a contradiction. Hence H does not
have the property (W). Now, according to Theorem 8, H does not have
the property (W).

The following example states a decision problem such that (H,J,)
is a compact space for any u €5 but H does not have the property (W).

Example 4. Let us consider the decision problem from Example 2.
It was shown in Section 4 that H of Example 2 is a compact space relative
to J, for any u e . Now, we show that H does not have the property (W).

For any i > 0 we write '

Jilp)) = r(pay &)  and  fi(ua) = r(pe, 6).

We obtain H(r) = {f}i5.- It easy to show that H(r) = Hr)V{f*},
where f* € F = {f | f: {1, pa} = [0, o0]} is defined by

() =f*(u) = 0.
Since there exists no ¢, > 0 such that f; (#) < 0 for any u € s, H has
neither the property (W) nor, according to Theorem 8, the property (W).

It follows from Theorems 7 and 8 that if H is a weak compact space
in the intrinsic sense, then H has the property (W). The converse of this
statement is partially justified by the following theorem:

THEOREM 9. Let r be a bounded function and let # be a denumerable
set. If H has the property (W), then (H, T ,) i8 a compact topological space.

Proof. Let (4,), be a sequence of decision functions of H. For any
B €X we put

g(p) =limr (g, 8,).
n

Clearly, g € #. Let # = {u', u?, ...}. Since {r(u?, 4,)}, is a bounded
sequence, by the Cesaro lemma there is a convergent subsequence

r(pt, 61;1)7 r(pt, 6,,’1): r(pty a,.'l’)y oo
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the limit of which is obviously less than or equal to g(u!). But the bounded
sequence

r(uty 0,), (% 8,0), F(H%, 8,0), ..
contains a convergent subsequence
T 8a))y (B2 8n), (0% 8), 1 (% 8,), o
the limit of which is at most g(u2). By the boundedness of the sequence
71 8n))y (1% )5 ¥ (0% 8), ¥ (% 0,0)s ..

we may choose, according to the Cesaro lemma, the convergent subse-
quence

(4 8,,), r(4% 6,,), r(p? Bny)s 7 (183 6,,’3)7 eoe

the limit of which is at most g(u?).
Continuing this procedure, we obtain a double index sequence

n

’ 12}
Nyy MVyy Ny g My g enny
’ ”n
Myy Mgy Mgy Ny g «oey

’ (44
Myy Mgy N3y Ngy Ny g eosy

"

Nyy Mgy Mgy eoey Ny ”;n Npgeeey
8o that the sequence of rank p is taken from the sequence of rank p —1
and has the first p —1 terms in common with it.
Then let us consider the diagonal sequence of indices

Mgy Togy Mgy coey Topy <ee

This sequence is a subsequence of all subsequences having the rank
greater than or equal to p and, on the other hand, since the sequence of
rank p is obtained from the sequence having therank p —1, it follows that »,
also belongs to sequences having the rank less than p. Therefore, the
sequence of functions {f,,?} is obtained from the initial sequence {f,},
Ja =1r( 8,)- A

From the construction it follows that this sequence converges at
all points u €. Therefore, there is A € # such that

(6.2) h(p) = limy(u, dﬁp) for any u e .
P00

Moreover, since the sequence {r( -, 6,,”)},D is a subsequence of {r( -, 4,)},,
we have

lLmr (g, 8, ) < limr(u, d,) for any ues.
p—>oo n
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Hence h(p) < g(p) for any u e #. By (6.2) we obtain h € H(r). On
the other hand, since H has the property (W), there exists 4° e H such
that

(6.3) r(u, 8 < h(u) for any ues#.
From (6.2) and (6.3) we get
(6.4) r(u, 8° < h(p) = limr(g, 9, ) for any pes.
P

Therefore, the sequence (4,), contains a subsequence (4, ), and there
exists 6° € H such that we have (6.4), i.e., H is a weak compact space in
the intrinsic sense. Now, according to Theorem 2, (H,J,) is a compact
topological space and the theorem is proved.

Hence we obtain

COROLLARY 3. Under the assumptions of Theorem 9 the following state-
ments are equivalent:

(i) H has the property (W).

(ii) H has the property (W).

(iii) (H,J,) 18 a compact space.

COROLLARY 4. Under the assumptions of Theorem 9 we have

(i) (H,J,) 18 a compact space for any p € ¥ .

(ii) (H,J,) 18 a compact space.

For the general case, we were not able to obtain a counterexample
showing that Theorem 9 fails.
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