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0. Introduction. Let 7 be any theory for which the usual proof of
Godel’s (second) theorem works. In particular, we assume that for each
sentence o there is a term [~ ¢ ~] which denotes ¢, and that there is a formal
provability predicate Prv(-) and a formal consistency statement CON (T').
Godel’s theorem is then

(G) Not[T I CON(T)].
Another theorem along these lines is that of Lob:
(L) TFor each sentence o,
T,{Prv([e )} o0=>TF o.
The motivation for this paper is the following theorem of Kreisel:
(K) For each universal sentence o,
T,{1CON(T)} - 0=>T |- o.

All the results of this paper derive from our proof of (K) and the
comparison of this proof with those of (G) and (L). (One of us announced
(K) is the abstract [4] and, subsequently, Kreisel’s proof of (K) (see [2],
bottom of p. 157) was brought to our attention. Our proof of (K) is not
the same as that of Kreisel and appears to be more general.)

To prove (K) we found it convenient to prove

(C) For each sentence o,
Tu{1CON(D)} -o=>T {Prv([" 1o} o,
and to prove this we proved
(Q) TFor each sentence o,
To{Prv("e™), Prv (T 1o} = o= T {Prv([" lo 7))} - a.
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The method of proof of (L) generalizes to a proof of (Q). In fact,
it turns out that (Q) is a special case of (L) since (Q) is equivalent to

(P) For each sentence o,
To{Prv(Co” N} =0T o7,

where o~ is Prv([” Jo ])—o.

Each of these theorems are consequences of the diagonalization tech-
nique first used by Godel. Moreover, each of (L), (P), (Q) and (C) can be
deduced from their formatizations in 7', and these are special cases of
the diagonalization technique. In Section 2 we show that the formal
version of (L), namely

(FL) For each senténce g,
T Prv([et)=>Prv([ae7]),

where o* is Prv([" o 7])—>o, gives precisely the instances of the diago-
nalization technique needed to prove (L). In Sections 3 and 4 we con-
sider the relationships between properties (L), (P), (Q), (C), (K) and (G)
and their formatizations.

To obtain these results we require that T satisfies some basic re-
quirements. We call such theories suitable. These theories are discussed
in Section 1.

In Section 5 we make some remarks about the Lindenbaum algebra
of suitable theories, and, finally, in Section 6 we give some further remarks
and open questions.

Throughout the paper we assume that T is some theory in a first
order language. We are thinking of languages in which number theory
can be formulated. Our notations are standard. We remark here that 3,
is the set of formulas in prenex normal form having at most one block
of quantifiers, these being existential. Similarly, we have sets V,, 3,, V,,...

1. Suitable theories. Let L be any language with means of self refer-
ence. Thus for each sentence o (of L) there is a term [ ¢ ] (of L) which
denotes o. Using this self reference, we can formalize within certain L-the-
ories T the provability predicate and the consistency statement of 7.
We say such theories are suitable (a precise definition is given below).

For a theory T to be suitable, we require the formalized version of
the provability predicate and the consistency statement to have certain
properties. Consider first the formal provability predicate Prv(-), which
is a formula in just one free variable. We require Prv(-) to be both adequate
and sound:



(ADQ) For each sentence o,
T o=>T| Prv([c7]).
(SND) For each pair of sentences o,, o,,
T, {Prv(["o;—>0y 1)} = Prv(o, 1) —>Prv("a, 7).

(ADQ) is concerned with the extensional correctness of Prv(:) and
(SND) is concerned with the intensional correctness of Prv(:). Notice
that we do not assume the converse of (ADQ), namely the following

For each sentence o,

THPrv([oe 1)>T+F+H o.

In general, to obtain this property we need I' to be w-consistent
or we must use some fake provability predicate (e.g. one constructed
using Rosser’s trick). The first of these is too restrictive and the second
is out because of (SND).

For some sentences o, (ADQ) can be strengthened to

T o—>Prv([ o).

We say such sentences are mice. In general, 3,-sentences will be
nice, i. e.

(EN) Each sentence ge3d, is nice.
However, we require only
(PN) For each sentence g, Prv([~¢™]) is nice.

Usually Prv(-) will be an 3,-formula, so (PN) will be a special case
of (EN).

Note that (ADQ), (SND) and (PN) are exactly conditions (IV), (I)
and (V) of Lob [3].

Now, consider the formal consistency statement CON(T), which
is a sentence. We require the following

(CNS) For each sentence o,
T+ CON(T)—[1Prv(["e¢™ 1)y 1Prv(" 1o 71)].

Some theories also satisfy the following
(SNC) For each sentence g,
T 1Prv([o™1)>CON(T).
In general, CON (T') will be a sentence of the form

For all sentences o, either ¢ is not provable or Jo is not provable,
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so the verification of (CNS) is simply a matter of replacing a universal
quantifier in CON (7T') by a particular instance. However, (SNC) is con-
cerned with the intensional correctness of Prv(-) and CON (7).
The following is the diagonalization property first used by Godel:
(A) For each formula ¢(-) (having just one free variable), there is
a sentence J such that
T 8o p(877).

Definition. A theory 7 together with a formula Prv () and a sentence
CON(T) satisfying (ADQ), (SND), (PN) and (CNS) is suitable.

Notice that we do not assume that a suitable theory has (EN), (SNC)
nor (A).

For each set of sentences Z, let

Prv[Z] = {Prv([To7]): 0eZ}.

The following lemma is an important property of suitable theories:

LEMMA 1.1. For any swuitable theory T, set of sentences X, set of nice
senlences Y, senlence o,

T XY o=>T,Prv[X], Y |- Prv([0o7]).

Proof. Let Z = X, Y so that Prv[Z] = Prv[X],Prv[Y] and
T,Y |~ 7 for all tePrv[Y]. Thus it is sufficient to prove

T, Z  ¢=T,Prv[Z] - Prv(["o 7).

Also it 1s sufficient to prove this implication for finite Z; we do this
by induction on the size of Z.

For Z = @ the implication is just (ADQ).

We now suppose the implication holds for Z and deduce the impli-
cation for Z' = Z_,{z} as follows:

Suppose that T,Z' - o, so that T,Z - tv—o. Thus the induction
hypothesis gives

T,Prv[Z] | Prv([ t—07]),

and (SND) gives

T,Prv(Z] I Prv([ 7 1)=>Prv([¢7]).

Hence we get /
T,Prv[Z'] - Prv([o71)
as required.
The following lemma contains three typical uses of Lemma 1.1. It
follows immediately from Lemma 1.1 and (PN).

LEMMA 1.2. For any suitable theory T and sentences o,, o,, the following
hold:



GODEL'S DIAGONALIZATION 169

(i) To{Prv([To, N} b o = Tu{Prv ("o, 1)} = Prv(Fay71).
) Tk oy>0y=>T} Prv([To,"1)=>Prv([Ta, 7).
(ili) Ty{Prv([ o, N} b o130, =T {Prv([Co, 1)} - Prv([Toy 7).

There are many known suitable theories. Feferman in [1] gives
an explicit construction for suitable theories. Let P be a Peano number
theory and let @ be the theory of R. M. Robinson. Let B be the theory
axiomatized by P.V,. Thus @ < B < P, and @ is finitely axiomatized.
We have elsewhere suggested that B is the basic number theory. Fefer-
man’s construction shows the following

THEOREM 1.3. Let T be any r. e. extension of B. Then T can be made
suitable and also satisfies (EN), (SNC) and (A).

Proof. We make use of the results and notations of [1], which we
refer to as F.

We have 3, = BPF (see F3.8). Also the formalized version of Mati-
jasevié’s result [5] shows that, for each formula y ¢ BPF, there is a formula
0ed, such that P |- y«> 0. This together with F3.9 shows that for each
formula ¢ e RE there is a formula 6¢3, such that P |- ¢« 0.

Let A be any r. e. set of axioms of T and let a(:) be any RE formula
which numerates 4 in . (The existence of such a formula follows from
F3.10.) Let Pr,(-) be the formula constructed in F4.3. Using F4.5 and
the above-mentioned remarks, we have a formula Prv(:) in 3, such that
P | Pr,~Prv.

Using F4.4(i) and the actual construction of Pr,, we have, for each
sentence o,

T'to=P Pr([o7])
=P |- Prv(["e7)
=> B Prv([o7])

=T Prv([To7]),
and so T has (ADQ).

Using- F4.6(iv), we see that T has (SND).

Let y be the sole axiom of @ so that 7' |- y, and hence T' |- Pr ([y ).
Also [Q](v) is the formula ‘v = [~y 7]'. Consider any formula z(-). A par-
ticular case of F4.7(i) is

P a(y1)—(Vo) [Pr[Q]('v)-;Pr,,('v)].
Hence, letting #(-) = Pr,(:), we have

P (Vo) [PI'[Q]('U)‘*PI'::('U)]’
and so F4.7(ii) gives

P | (V) [Prg(v)>Prv(v)].
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Now consider any sentence ged,. From F5.5 we have

P o->Prig(lro™)
so that
P o->Prv([o7]).
Thus going via B we see that T has (EN). Also, since Prved,, T
has (PN).
Now let Con, be the sentence constructed in F4.9(ii). Since Fmg and
Pr, are both RE, we have some sentence CON (7T)¢V, such that

T — Con,«-»CON(T).
Immediately from F4.9(ii) we have, for each sentence o,
P | CON(T)~[1Prv(o ™), TPrv( 1o )],

hence going via B we see that T has (CNS). This shows that T is suitable.
F4.10(i) gives
P |~ CON(T) 1Prv([™ L),

where | is some logically false sentence. Thus we have
T + CON(T)~1Prv([T L7D.
Also, for any sentence ¢, (ADQ) followed by (SND) gives
T+ Prv([C LN)—>Prv([e™])

so that 7' has (SNC).
Finally, ¥5.1 shows that ¢ and hence 7 has (A).

2. A version of the diagonalization property. Most applications of
(A) appear to be those using formulas

p(*) = Prv()—>o
for some sentence o, i. e. (A) is used to produce a sentence J satisfying
(D) Tt ée[Prv([ 67 1)—>0].

The following theorem gives a useful equivalent to the existence
of such a sentence ¢:

THEOREM 2.1. Let T be any suitable theory and o any sentence. If
there is a sentence O satisfying (D), then the following hold, where o™ is the
sentence Prv([ o7 ])—o0:

(i) T} oted.

(i) T Prv([ o 1)ePrv([ ot ).

(iii) T+ Prv([Te 1)ePrv([7d7]).

(iv) T | Prv([o" NePrv([ o).
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Conversely, if
Tt~ Prv(["o* T1)=>Prv([Ce ),
then such a sentence & exists, namely 6 = o™.
Proof. Suppose first that § satisfied (D) so that

T,{Prv([071)} |- d—>0
from which Lemma 1.2(iii) gives
T Prv([67)>Prv([o7]).
We also have 7' |- ¢— 6 so that Lemma 1.2(ii) gives
T+ Prv([ o7 1)=>Prv([467]).

Hence we have (iii). Equivalence (i) now follows from (D) and (iii),
and (iv) follows from (i) using Lemma 1.2(ii). Finally, (ii) follows from
(iii) and (iv).

Now suppose that

T+ Prv([ et )>Prv([ 7).
Thus, since T' - o—¢", Lemma 1.2(ii) gives us (ii), and so
T |- ot [Prv([o™ )—0].
Hence (D) is satisfied by 6 = o™.

3. Properties (L), (P), (Q) and (C). Given some fixed suitable theory 7T
we can associate with each sentence o four other sentences ¢*, o7, ¢
and ¢° as follows:

ot =Prv([Te7])>0o, o =Prv([ Jo7])—>o,
o¥ =0",07, 0o°=]CON(T)>o0.
The theory T can have one or more of the following four properties:
(L) For each sentence o,
T+—o"=>T|| o.
(P) For each sentence o,
TH—o" =T} o.
(Q) For each sentence g,
T, {Prv([Clo )} b ot = T, {Prv([Tlo )} - o.
(C) For each sentence g,
TH—o*=>TF o™ .
Of course, (L) is the property corsidered by Léb in [3].

In this section we consider the relationships between these four
and various other properties.
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Each of the above-mentioned four prdperties are implied by the
corresponding formalized versions. These are as follows:

(FL) For each sentence o,

T+ Prv([ o T))=>Prv([Co7]).
(FP) For each sentence o,

T | Prv([~¢" N)=Prv(["o~ 7).
(FQ) For each sentence o,

T, {Prv([ 16 1)} = Prv([“et )=>Prv([ o 7]).

(FC) For each sentence o,

Tt Prv([o®T)>Prv([To™ 7).

Note that (FQ) is not a genuine formalization of (Q).
To deduce a property from its formalized version it is convenient
to go through a weak formalized version. These are as follows:

(WFL) For each sentence o,
TH—Prv([6"7)=>T - Prv([o7]).
(WFP) For each sentence o,
Tt Prv(CeV ) =T Prv([™ o™ 7).
(WFQ) TFor each sentence o,
T {Prv([" 1o} b Prv(o* ) = Ty {Prv(T 1o} - Prv(e ).
(WFC) For each sentence o,
T Prv([6*)=>T+ Prv([o™ 7).
In this section we prove the following theorem:

THEOREM 3.1. For any suitable theory T the following implications
hold:
(a) (A)=(FL).

(b) (FL) = (FP) = (FC)

y 4 ¥
(WFL) = (WFP) = (WFC)
4 Y ¥

(L) = (P) = (C).
(¢) (FQ) <« (FP)

\ Y
(WFQ)=(WFP)
Y \

(Q) = (P).
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\
This theorem will be proved in a series of lemmas. Several of these

lemmas will be stated without proofs since these proofs are very easy.
Throughout we have the blanket assumption that 7' is a suitable theory.

LEMMA 3.2. For each sentence o, ¢V is logically equivalent to any of
the following three semtences:

[Prv(Te™0) 5 Prv([T lo™)]=>0e, Prv([Tlo7"N)—»>o", Prv([Co7)—>0o".

LEMMA 3.3. For any sentence o, the following hold:

(i) T - o—>0o™. (iv) T — ot —0".
(ii) T - o—>o°. (v) T - ¢° >a".
(iii) I - o—o0". (vi) T | o~ —0aV.

Proof. (v) follows from (CNS) and the remaining implications are
logical.

LEMMA 3.4. For any sentence o, the following hold:
(i) To{Prv([" lo N =>Prv(To )} - 0¥ >0

(i) T, {Prv([o~ N} I oV —0~.

LEMMA 3.5. For any sentence o, the following hold:
(i) ToPrv(T lo )} - oo™,

(ii) To{Prv([" 1o )} = Prv([To ) ePrv([Te™ 7).

(iii) T, {Prv([" o 1)} - ot e0V.

(iv) T {Prv( 1o} - Prv(["o* NeoPrv(~e¥ 7).

LEMMA 3.6. For any sentence a, the following holds:

T Voo T,

Proof. We know that ¢v is logically equivalent to

[Prv([Te¢™0) o Prv ([~ Je )]0,
and ¢~ * is Prv ([~ ¢~ T1)—>o~ which is logically equivalent to

[Prv([o™ 1) , Prv([ 1o N)]—>0.
But Lemma 3.5(ii) gives

T [Prv([To71) p Prv([ lo )] [Prv([To™ 1) o Prv([" le71)]

which gives the required result.
Although the following lemma is not used in the proof of Theorem 3.1,
it is of interest:
LEMMA 3.7. Suppose T has (SNC). For any sentence o, the following
holds:
T I ¢°e0V.
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In the next three lemmas properties (FL), (FP), (FQ) and (FC) are
considered.

LEMMA 3.8. For any sentence o, the following are equivalent:

(i) T - Prv([ et )—>Prv([o7]).

(ii) T {Prv([o* N} I ot—o0.

Proof. Implication (i) = (ii) is trivial and (ii)= (i) follows by an appli-
cation of Lemma 1.2(iii).

LEMMA 3.9. For any sentence o, the following are equivalent:

(i) T - Prv([ o' 1)->Prv(["o~ 7).

(i) T{Prv(I" 1o D} = Prv([To® T1)=>Prv([To7]).

(iii) To{Prv([e¥ N} - 6V >0,

Proof. Equivalence (i)<-(iii) follows from Lemmas 3.6 and 3.8.
Implication (i)=(ii) follows from Lemma 3.5(ii), (iv).

From (ii) and Lemma 3.5(iv) we have

To{Prv(Me’ N} = Prv([" Je71)—>Prv([Te7),

and so implication (ii) =>(iii‘) follows from Lemma 3.4(i).
LeEMMA 3.10. For any sentence o, the following are equivalent:
(i) T {— Prv([a®*)=>Prv([ ¢~ 7).
(ii) Ty {Prv([Te° 7N} = Prv([" Jo " )—>Prv(["e 7).

(iii) T, {Prv([¢°* 1)} I ¢V —>0".

(iv) Ty{Prv([e° 1)} - o°—>0.

Proof. Implication (i) = (ii) follows by (SND), implication (ii) = (iii) by
Lemma 3.4(i), implication (iii) = (iv) by Lemma 3.3(v), and, finally, (iv) = (i)
follows by Lemma 1.2(iii).

In the next four lemmas properties (WFL), (WFQ), (WFP) and (WFC)
are considered.

LEMMA 3.11. For any sentence o such that T |— Prv([" ot 7)), the
following are equivalent:

() I Prv([o7]).

(ii) T - ot —>o.

Proof. Implication (i)=(ii) is straightforward, and (ii)=(i) follows
by an application of Lemma 1.2(ii).

In the next three lemmas we consider the equivalence of the following
four conditions on the sentence o:

(@) To{Prv(["Jo ™D} = Prv([Te 7).

(b) Ty {Prv([" T} - o* 0.

) T V-0 .

(d) T — Prv([ oV )=Prv([o™ 7).
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LeEMMA 3.12. For any sentence o such that

T {Prv(["To7 1)} Prv(l_a+ 1),

conditions (a), (b), (¢) and (d) are equivalent.

Proof. Equivalence (a)<>(b) follows by the proof of Lemma 3.11.
Implication (a)=>(¢c) follows by Lemma 3.4(i), and (c¢)=>(d) follows by
Lemma 1.2(ii). It remains to prove (d)=-(a).

Since

To{Prv(™ 1o} = Prv(e™ 7)),

we have from Lemma 3.5(iv) and (d)

To{Prv([" 1o 7D} = Prv(To™ ),

and so Lemma 3.5(ii) gives (a).

LeEMMA 3.13. For any sentence o such that T |— Prv([e¥ ™), condi-
tions (a), (b), (¢) and (d) are each equivalent to

() Tt Prv([To™ 7).

Proof. The hypothesis 7' |- Prv([“¢V ™) gives

To{Prv(™ 1o} = Prv(["o™ ),

and so (a), (b), (¢) and (d) are equivalent by Lemma 3.12. The equivalence
of (e) follows using (d).

LEMMA 3.14. For any sentence o such that T — Prv([o®7]), condi-
tions (a), (b), (c), (d) and (e) are each equivalent to

) T+ o°>o0o.

We are now in a position to prove Theorem 3.1.

Proof of Theorem 3.1. Implication (A)=(FL) follows from The-
orem 2.1.

. Implications (FL)=(FP), (WFL)=(WFP) and (L)=(P) follow from
Lemma 3.6, and implications (FP)=(FC), (WFP)=(WFC) and (P)=(C)
follow from Lemma 3.3(v). Each of implications (FL)=(WFL), (FP)=
(WFP) and (FC)=(WFC) is trivial, and implications (WFL)=(L),
(WFP)=(P) and (WFC)=(C) follow by (ADQ) and Lemmas 3.11 or 3.13
or 3.14, respectively. .

Equivalence (Q)<>(P) follows from Lemma 3.2, and equivalence
(FQ)<(FP) follows from Lemma 3.9. Implication (WFQ) = (WFP) follows
from Lemma 3.13. Implication (FQ)=(WFQ) is trivial, and implication
(WFQ)=(Q) follows from Lemmas 1.3(i) and 3.12.

4. Properties (K) and (G). We could now consider the properties
of Section 3 restricted to V,-sentences. The negation of an V,-sentence
is 3,, and hence (assuming (EN)) is nice. Thus, for each property (X),
we could consider the restriction (X’) of (X) obtained by replacing the
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quantifier “For each sentence ¢” be the quantifier “For each sentence o
such that Jo is nice”. The properties so obtained can be dealt with by
noting the following lemmas:

LEMMA 4.1. For each sentence o the following are equivalent,
(i) lo s nzce,
(i) T + o~ —ao,
and the following are equivalent,
(iii) T |~ 0¥V —o™,
(iv) T - o~ —0t.
Also (i)=-(iii).
Proof. Equivalence (i)<-(ii) follows since Jo—Prv([~ Jo™]) and

o~ —oc are logically equivalent. Implication (iii)=>(iv) follows from Lem-
ma 3.3(vi), and implication (iv)=>(iii) follows since Lemma 3.2 gives

TU{O'V7PW(I—U—|)} o7,
so that (iv) gives
To{e¥, Prv(o™)} - oF
which gives (iii). Clearly, (ii) = (iv), and so (i) = (iii).
We are particularly interested in (C’), i.e. the following property:

(K) For each sentence o such that ]o is nice
T 6*>T} o.
This is related to Godel’s property
(G) Not[T - CON(T)]
and its formalization
(FG) T +— CON(T)—1Prv(["CON(T)7).

We prove the following theorem:
THEOREM 4.2. For any suitable theory T, the following implication
hold:
(C)=(FG)
Y Y
(K)=(G).
Proof. We have already seen that (C)=(K). To see that (C)=(FG),
we note that [JCON(T')]° is logically valid, and so (C) gives

T+ [1CON(T)]”
which is
T |- Prv([“]]CON(T) "|)——>'|CON(T).

(FG) now follows from (SND).
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Implication (FG)=(G) holds since (ADQ) gives
T — CON(T)=T \ Prv(["CON(T)7]),

and so (FG) gives
T — CON(T)=T + 1CON(T)
which gives (G).

To see that (K)=(G) we suppose T |- CON(T) so that T |- o° for
all sentence o. Thus (K) gives T — o for all sentence o such that Jo is
nice. However, there is at least one such sentence which is not provable
(e.g., 0 # 0). Thus we have (G).

From this theorem we obtain the following precise version of Krei-
sel’s remark [2]:

THEOREM 4.3. Let T be any suitable theory having (A) and (EN).
For each sentence geV,

T,{ICON(T)} - 06=>T} o.

5. The Lindenbaum algebra of a suitable theory. Let B(7T) be the
Lindenbaum algebra of the suitable theory 7. The elements of B(T) are
equivalence classes of sentences where two sentences o, and o, are equi-
valent if 7 | o, 0,. We will confuse the sentences with the equivalence
classes in which they lie. B(T') is a boolean algebra under the natural
operations and the ordering of B(T) is given by

0,< 0, T |- 0,—>0,.

From Lemma 1.2(ii) we see that Prv(-) can be considered as an order
preserving operation on B(T). Similarly, (-)* and ()~ can be considered
as operations on B(T'). In this section we consider some of the properties
of these two operations.

THEOREM 5.1. For any suitable theory T, the operation (-)~ is a clo-
sure operation, i.e. it 18 increasing, itdempotent and order preserving.

Proof. Lemma 3.3(iii) shows that (-)~ is increasing.
Consider any sentence o. Since Jo~ < Jo, Lemma 1.2(ii) gives
Prv([™Jo~ 71) < Prv([" Jo ). Also we have

T,{Prv([ e 1}  Jo—>]o7,
so that Lemma 1.2(iii) gives Prv([~ ]Jo~]) < Prv([™ Jo” 71). Hence we
have Prv([~Jo ™) = Prv([~ Jo~ 7). Using this, we have '

o~ =Prv([]Jo” T1)—>0o
= [Prv ([T 1™ 7)o Prv([T Joe "] >0
=Prv([" Jo71)—>0
== g*’

so that (-)~ is idempotent.
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Finally, consider any two sentences o, < oy, so that Prv([™ Jo; 1)
< Prv([ Jo,71). Then
oy = Prv([" o, 1)>o0,

< Prv([™ o 7)o,
< Prv([™ Jo, " 1)—o0y

=0y,

and so (-)” is order preserving.
THEOREM 5.2. For any suitable theory T, the operation (-)*t is both

increasing and idempolent.
Proof. Lemma 3.3(i) shows that (-)* is increasing.
Consider any sentence o. Since o < ¢, Lemma 1.2(ii) gives Prv ([~ o 7))

< Prv([ ot 1), so that
ottt =Prv([o* |)—>0ot

= [Prv([To* 1) o Prv([To )]0

= Prv([To7))—>0o
= o%.

\

Thus (-)* is idempotent.
The order preserving properties (-)* are more involved.

THEOREM 5.3. Let T be a suitable theory having (FL). For any two

sentences o, and o,,
0, <0, <oT=>0t =o0f.

The operation (-)* is never order inverting.
Proof. From o, < 0,< o7 we have
Prv(["o,71) < Prv([To, 1) < Prv([To] 7),
and since (FL) gives Prv([~ o1 7)) < Prv(["o,7]), we have
Prv([To,71) = Prv([Co, 7)) =Prv([e] 7)) ==

for some sentence w. Thus
o} = n—>o0,

— gt
K >0y, = 0y
+ ++

<ma—>0] =07,

and so Theorem 5.2 gives o7 = 0%, as required.
+
1

The operation (-)* is never order inverting for if ¢, < ¢, and o7 < o,

then (since o, < 0;") we have o7 = of.
THEOREM 5.4. Let T be a suitable theory having (L) and (1)t order

preserving. Then the following hold:
(i) For each mice sentence o, T — Prv([ o ™]).

(ii) T - JCON(T).
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Proof. Let ¢ be any nice sentence. Thus o < Prv([ ¢71), and so
ot < Prv([~¢])*. But the sentence ot —>Prv([T¢71)* is logically equi-
valent to Prv([~¢7])", and so T — Prv([T¢7])*. An application of (L)
now gives (i).

Now, consider any sentence o such that both ¢ and Jo are nice (e.g.
0 = 0). Part (i) gives

T+ Prv([To7]) , Prv([T1070),

and so (ii) follows from (CNS).

COROLLARY 5.5. Let T be a suitable theory having both (L) and (SNC).
The operation (-)* is order preserving if and only if T |— JCON (T).

Proof. By the theorem it is sufficient to show that (-)* is order
preserving whenever T |— JCON(T). However, T |- JCON(T) together
with (SNC) give T |- Prv([To~]) for each sentence o. Thus ¢' =g
and ()T is trivially order preserving.

THEOREM 5.6. Let T be a suitable theory having (FL). For any two
sentences o, and oy, (0, 5 03)7 = (of 5 of)*.

Proof. Since (o, ) 0;) < 0;, we have Prv([ o, 0, )< Prv([Te,71),
so that

of =Prv([To,71)—>0,
< Prv([ oy 50:71)—>0;.
Similarly,
of < Prv([o, AOs 1)—>0q,

so that

(014 09) < O'i'_ A 0';-

< Prv([a, 5 0;,71)—>(01 4 02)
= (044 ag)*
The required result now follows from Theorem 5.3.
Theorems 5.3 and 5.6 show that, for certain suitable theories, the
set yo = {r: 1t = o*} is a filter-like block below ¢* in B(T).

6. Final remarks. It is clear that suitable theories could be defined
more abstractly along the lines of Smullyan’s representation systems.
The results of this paper could then be proved in this abstract setting.
The standard interpretation of these abstract suitable theories are the
first order theories of this paper; however, there quite probably will be
other interpretations. For instance, theories in high order languages,
free variable systems, intuitionistic systems and modal systems are possible
interpretations.

It would be interesting to see such a program carried out. We point
out that here the only connectives used explicitly are — and ] (no quan-
tifiers are used), compactness is not used, and one or two tautologies are
used.
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In what sense is diagonalization needed for Godel’s theorem (G)?
We can also ask the same question about the other properties. (P856)

One way of answering these questions is to find general principles
which are weaker than (A) but stronger than (some of) the other prop-
erties.

For each of several properties (X) we have seen that (FX)=(X).
In what sense is this a general phenomenon? Which properties can have
formal versions? (P857)

It is interesting to compare the proofs of (FG)=(G) and (K)=(G)
(see Theorem 4.2). Each proof goes via a contradiction, however, we have

(FG) +not(G) = explicit contradiction,
(K) +not(G) = too many sentences are provable.

In general, the two contradictions are not equivalent but are equi-
valent for first order theories.

Another approach to suitable theories T' could be via its Lindenbaum
algebra B(T).

In what sense is B(T) different from other Boolean algebras? Are
there any reasonable conditions on B(T) which are equivalent to (A)
or any of the other properties? (P858)

The two operations (-)* and (-)~, as well as several other obvious
operations, deserve further study.

REFERENCES

[1] S. Feferman, Arithmetization of metamathematics in a general setting, Funda-
menta Mathematicae 49 (1960), p. 35-92.

[2] G. Kreisel, On weak completeness of intuitionistic predicate logic, The Journal
of Symboliec Logic 27 (1962), p. 139-158.

[8] M. H. Lob, Solution of a problem of Leon Henkin, ibidem 20 (1955), p. 115-118.

[4] A.Macintyre, On the forcing companion of peano arithmetic, Cambridge Summer

: School and Logic Colloquium (1971), abstract.

[6] Yu. V. Matijasevi8, Enumerable sets are diophantine, Soviet Mathematics 11
(1970), p. 354-358.

Regu par la Rédaction le 8. 5. 1972



