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SOME COMMENTS ON INDEPENDENT o-ALGEBRAS
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DANIEL W. STROOCK (BOULDER, COLORADO)

Let X be a non-empty set and suppose o/ and # are o-algebras of
subsets of X. Given probability measures x and » on (X, &) and <X, %),
respectively, we will say that a measure # on (X, %), € = o(HLUH),
is a splicing of u and » if

(1) n(ANB) = u(4)»(B) for all Aesf and Be®B.

It is easily seen that there is at most one such splicing. Hence, the
question is one of existence.

This question has been studied by several authors (cf., for instance,
{1]-(3), [5]), and [6]). In particular, it was asked by Marczewski [4]
whether the condition

(2) ANB =@ = u(A)»(B) =0

is not necessary and sufficient for the existence of a splicing. The necessity
of (2) is obvious. However, Helson [2] provided an example which shows
that it is not sufficient. Since then, Marczewski [3] has shown that (2)
is sufficient if o is a finite o-algebra.

The purpose of the present paper* is to investigate this problem
a little further. First we will prove (cf. the Theorem below) that a necessary
and sufficient condition for a splicing to exist is that

(3) X = G A, NB, = Zy(An)v(Bn) >1.

Condition (3) is equivalent to the condition given by Sikorski [6]
in his Theorem 8. We have included here a proof of (3) which is independent
of Sikorski’s result on the grounds that our proof is extremely short
and simple and has the advantage that it does not require any prepara-
tion. In particular, our proof does not use the fact (proved by Marczew-

* This work was partially suppolrted by N.S.F. grant GP-4383.
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ski [3]) that a finitely additive splicing always exists under condition (2),
a result which is an easy consequence of the Theorem (cf. Corollary 2).

Next, we use the Theorem to prove various results related to Mar-
czewski’s original questions. One such result is (cf. Corollary 3) that
a splicing exists if

(4) ANB =0 A =0 or »@B) =0.

This condition was announced in [4] by Marczewski. Another appli-
cation of the Theorem is to the notion of conditionally independent
g-algebras. We will say </ and # are conditionally independent, given
the c-algebra 2 = /N %, if

(5) ANB =0 = (VzeA)(IDeP) xeD and DNnB =0G.

Under the assumption that 2 is countably generated, we will show
(cf. Corollary 4) that ux and » admit a splicing if and only if

(6) (VDeD)p(D) = »(D)ef0, 1}.

In this situation, it will be shown that (6) is equivalent to (2). Finally,
we will provide an example which shows that (6) is not sufficient, in
general, when 2 is not countably generated. It turns out that the example
constructed for this purpose provides another proof that (2) is not suffi-

cient.
We are grateful to the referee for bringing to our attention some

of the literature on this subject. In particular, it was he who pointed
out the relation of our work to Sikorski’s.

THEOREM. Condition (3) 8 necessary amd sufficient for a splicing of w
and v to ewist.
Proof. Given reX, write

A(x) = N {Aded: veA} and B(x) =(){Be#: zeB}.

Set X, ={A(x): zeX}, Xg = {B(x): veX}, and define &: X>X,
and ¥: X—>Xg4 so that ®(2) = A(r) and ¥(x) = B(z). It is easy to
see that &7'(®(4) =A and P~ '(¥(B)) =B for all Ae/ and Be&.
Hence, if

o ={B(A): Aest} and @B = {¥(B): BeB)},
then @ and ¥ determine o-isomorphisms from (X, </) and (X, #) onto
(X, > and (Xg, &), respectively. Let i = u® " and » = +»* ", and
consider the probability space (X ,xXg, o X%, ux)>. Write

X = {(A(x), B(#)>: weX},
¢ ={8NX: Sed x#} and A =>xV.
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Then it is easy to see that A is a o-isomorphism from (X, ¥> onto
(X, 6. o
We will next show that there is a probability measure 7 on (X, ¥>

such that 7(8NX) = i x»(8) for Sea/x#. In order to do this, it is
sufficient to check that X has (u x »)-outer measure 1. (In general, X
will not be (u X »)-measurable.) But if

Ad)°<c o, {B)°<# and XcUA4,xB
1

then

-1

Xcs U4, NnB,, where 4, =90 (11,,) and B, =%
1

-1

(B,).

Hence

o o]

i) = 3 u(A)(B) > 1

1

and so X has (% X 7)-outer measure 1.
Finally, write 7(C) = 7(4(C)), Ce%. Since A4 is a o-isomorphism, »
is a probability measure on <X, ¥). Clearly,

n(ANB) =7 (A(ANB)) = i(P(A)5(¥(B)) = u(4)»(B).

CorOLLARY 1. Suppose 2 is a countable partitioning of X and that
A = o(P). Then (2) is necessary and sufficient for a splicing to exist.
Proof. Let

X =U4,nB,
1

and put
={@: D) 14, (@)v(B,) < 1}.

We must show that u(A4) = 0. Under the stated condition on <,
this will be proved once we show that every xe¢A is contained in a set
of u-measure 0. Given zed, set N, = {n>1: 2¢4,}. Since

X =U4,nB,, | N I\4,)0 n X\B,) =

neN, x
and so
.u'( ﬂ X\An) = 0’
nch
since

»( N X\B,) = 1—v(m%B,,) >1— Z 24, (®)7(By) > 0.

n¢N,
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Since
re () X\4,,
neNy

this completes the proof.

COROLLARY 2 (see also Marczewski [3]). Condition (2) is mnecessary
and sufficient for a finitely additive splicing to exist.

COROLLARY 3. Condition (4) is mecessary and sufficient for v to admit
a splicing with every choice of u.

Proof. Again the necessity is easy. To prove the sufficiency, suppose

X =UA4,NnB,
1

and define A as in the proof of Corollary 1. We will show that A = @.
Indeed, suppose veA and write N, = {n>1: xv¢A,}. Then

(M X\4,)n( N X\B,)=0 and »( () X\B,) > 0.
n¢Ny

neN, neN,

But this means that
n X\An = ﬂ’

neN,
which is a contradiction.

COROLLARY 4. Suppose &/ and £ are conditionally independent, given
the countably generated o-algebra 2 = S N%B. Then the following are equiv-
alent:

(i) u and v admit a splicing,

(il) ANB =@ = u(A)»(B) =0,

(ili) (VDeD) p(D) = »(D)e{0, 1}.

Proof. Clearly, (i) implies (ii). Moreover, it is easy to see that (ii)
implies u(8) = »(8)e{0,1} for all Sex/N#. Hence it only remains to
show that (iii) implies (i).

Since 2 is countably generated, (iii) implies that there is an x,e X
such that u(D) = »(D) = xp(w,) for DeD. Let Dy, = ({DeD: x,¢D}.
Then

Dye?, u(Dy) =v(Dy) =1 and (VDe®) DNnD, #O = D, < D.
Now suppose that
X = 4,nB,.
1

We must show that

o0
Z X4,(®) 2B,(¥) =1 a.e. with respect to u X ».
1
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In particular, it is enough to prove it for z, yeD,. Given x, yeD,,

suppose that
2 24,(®) 28, (y) = 0.

Write N, = {n>1: 2¢A,} and N, = {n > 1: y¢B,}. Then we have
N,uUN, =Z*, and so
( N X\4,)n( m X\B,) =

neN, neNy

But
zed = () X\4, and yeB = () X\B,,

nch ﬂﬁNz

and if xeDe9, then yeD. Hence
(VDe2)xeD = BND +@,

which is a contradiction.

Remark 1. The condition that 2 be countably generated is important,
as the following example demonstrates. It should be noted that the im-
portance of this condition does not lie in the measurability of atoms
in 2, since atoms in 2 are 2-measurable in our example.

Let Q = ({0, 1})2 %, Given we £, let #(n, w) be the n-th coordinate
of w, neZ\{0}. For n > 1, denote by "4 and #® the o- a,lgebras on Q
generated, for k> n, by sets {w: z(k, ) = 0} and {w: z(—k, w) = 0},
respectively. Let S denote the standard Bernoulli measure on £, i.e,

Bl{w: ok, 0) = &, 1< k| <n}) = 117 for all »>1 and {g} < {0, 1}.

Take #, and B_ to be the restrictions of g to .#% and 4, respec-
tively. Finally, put

f=ﬁ,/l(”) and .7':?1.4""),
1 1

and observe that, by Kolmogorov’s 0-1 law, 8, and f_ are degenerate
on # and J, respectively.

Next write

= {wef: lim [z(n, w)—2(—n, 0)| = 0}.

Note that if Ce #VuAM and X < C, then Q = C. Hence X has
outer measure 1 with respect to both g, and f_, and so there exist u
on (<X, #) and » on (X,%), o = AV[X] and #Z = #W[X], such
that

p(MNnX) =8, (M) and »HNNIX)=p_(N)
for Me . #Y and Ne 4V,
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Note that 2= #[X] = 7 [X] and that 4 and » are equal and degen-
erate on 2. Moreover, & and # are clearly conditionally independent,
given 2.

Now suppose that # is a splicing of g and ». Clearly,

X =U N {o: ok, 0) =a(—k, w)}.

n=1 k>n

On the other hand,
1

n({o: 2k, 0) =2(—k,0), n <k N}NnX) = ey
and so, if » is countably additive, then #(X) = 0. Hence there is no
splicing of x and ».

Finally, we will show that x and » satisfy (2) and, therefore, that
our example provides the second proof that (2) is not sufficient for the
existence of a splicing. Suppose Aesf/, Be#, and u(A)»(B)> 0. We
must show that ANB # @. Choose compact sets K and J in 2 so that
Ke V), JeN#W, EnXc A, JnX < B, and B, (K)B_(J)> 0. Clearly,
it is enough to show that JNKNX #@. To this end, write

= {wefR: (o' eK) lim |z(n, 0)—z(n, o')| = 0},

n—00

= {weR: (Jo’'ed) lim |2(n, 0)—2(—n, ') = 0}.

n—00

Then K ¢ # and J «7. Since 8, (K)B_(J) > 0, we have ., (K)B_(J) > 0,
and soﬁ+(1~f) B- (J) = 1. Hence ﬂ(KnJ) = 1. In particular, End *O;
and, therefore,

(o' eK)(w" eJ) lim |2(n, ') —2(—n, &’')] = 0.

Define wel by z(n,w) =x(n,o’) and 2(—n,0) =2(—n, "),
n>1. Then we KNJNZX.

Remark 2. The following is typical of the sort of way in which
conditionally independent o-algebras arise in the study of stochastic
processes. Let X = D([0, 1], B) be the space of right-continuous funec-
tions on [0, 1] having left limits. For t¢[0, 1], let x(¢) be the evaluation
map on X at time ¢. If o is the smallest o-algebra with respect to which
all x(t), t < 4, are measurable, and # is defined correspondingly for
z(t), t =>4, then &/ and # are independent (i.e. ANB =0 =>4 =0
or B =@), and s0 every u on & and » on # admit a splicing (simply
take 2 = {0, X} in Corollary 4). If o is generated by the x(¢) for ¢t < %
and # is as before, then &/ and # are conditionally independent, given
the o-algebra 2 with respect to which (%) is measurable. Hence x4 and »
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admit a splicing in this case if and only if
(JacR) p(z(3) = a) =»(x(3) =a) =1.

See Lemma 3.6 of [6] for the use of this sort of result.
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