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Let @& be a locally compact abelian group, and I’ its dual. For a closed
F < @, A(F) denotes, as usually, the Fourier algebra on F' (A(F) is a Ba-
nach algebra). A’(F) denotes the dual Banach space to A(F), that is the
space of those pseudomeasures on G which annihilate all functions from
A (@) vanishing on F. For such a pseudomeasure S € A'(F) its value on
a function f e A(F) is equal to the value of 8 on any extension of f to
a member of A(G).

Suppose F, and F, to be closed disjoint subsets of G. If one of them
i8 compact, it is easy to see that every pseudomeasure S e A'(F,UF,)
may be represented as follows:

(A) S = SI+SQ’ Whel‘e SIGA'(FI)’SzeA'(Fa).

This decomposition is. unique and topologically continuous, so we
have

A'(F,UF,) = A’ (F,)QA'(Fy),

where @ denotes the norm topology direct sum. This formula is not true
if neither F, nor F, is compact.

If P, and P, are not disjoint, it makes no sense to require the unique
decomposition of psendomeasures, as it does not hold even for measures.
However, passing to quotients, we may define another form of “unique
decomposition”

(8) A'(F,VF,)|A'(F\nF,) = A'(F))|A'(F,nF,)DA'(F,)|A’'(F,NF,),

where @ denotes the quotient norm topology direct sum. Evidently, (S)
implies (A). As it will be shown later, even (A) is in general “rather diffi-
cult” to be satisfied.

For discrete measures it seems reasonable to consider another kind of
decomposition, namely

(M) M(F,VF,) = M(F,)®M(F,\F),
where @ denotes the A'(F, UF,) topology direct sum.
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In this paper we shall consider F, compact and such that F,nF,
is just the set of all cluster points of F,\F,. In this case it turns out that
there are some close relations concerning the existence of decompositions
(A), (8) and (M). Our main result is Theorem 2, where we assume addi-
tionally the spectral synthesis of either ¥, or F;NF,. This is the subject
of this paper, more precisely — of Section 2. Section 1 is devoted to the
proof of Theorem 1, which allows us to formulate (M) in terms of the alge--
bra A(@). We continue investigations initiated in [3]. Basic notions and
notation are taken from [2] and [3]. Definitions of the decompositions
mentioned above will be given once more, sometimes in somewhat dif-
ferent but, obviously, equivalent way. '

We wish to thank Professor S. Hartman for his advice and encour-
agement.

1. Let K and E be disjoint subsets of G. We fix them throughout
this section. Let us write condition (M) in the form used in [3]:

(M) There exists a constant x» such that for any finitely supported
measure u € M(KUE) we have

e | Bllpaey < *llpsllpage) -
. (M) may also be formulated as follows:

(M’) There exists a measure v € M (f‘) (i‘ denotes the Bohr compacti-
fication of I') such that »|K = 0 and »|E = 1, where » denotes
the Fourier transform of the measure ».

Here is another condition introduced in [3]:
(D) There exists a net f, € A(G) such that f,|K = 0,
Sup [|fullge < o and f,(¢?) =1 for any te E,

whenever « is sufficiently large.

To prove our first theorem we need two lemmas.

LeEMMA 1. Let F be a finite subset of G. Then there is a measure pp
with finite support contained in GpF (the group generated by F) and such.
that up({z}) = 1 for € F and M(|uyl) < 2, where M denotes the mean value
on almost periodic functions on I

Proof. For @ = R this is proved in [1]. For the sake of completeness.
we reproduce herc the proof mutatis mutandis.

Let {4;}, be a basis for GpF. Each t € GpF may uniquely be repre-~
sented in the form

n
t= Dtk

i=1
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Put

b = max(|f])
teF
i=1...,n

and take an integer N > b. As 4; € @ are characters of I', we may regard.
them as functions on I'. It is trivial that for se I, s #0,

) 12— A
D)= 2(1 o= m e

o= 3o o

k=—N

and

so the functions D}’ are non-negative. Thus

k k b(b +1
‘.m(’va-l- |—Ilj ')<9R(DA)+ -u=1+ (l;_ )<21’"
Ik1<b = N
for N sufficiently large. Let x4 € M (@) be such that
k]
W) =D+ D it
ki<b

Then pp = pl*u¥x ... »u) has finite support contained in GpF”
and M(|uxp|) < 2. Moreover, up({r}) =1 for z € F.

Now, let V be a compact neighbourhood of 0 in @. Put

1
Ay =

where |-| denotes Haar measure and ¢, is the characteristic function of V..
Obviously, 4, has the following properties:
(i) 4y € A(@), | 4ylla@ = 4r(0) =1;
(ii) 4, vanishes outside V4 V;
(iif) 4, > 0.
Denote by ¥~ the family of all compact neighbourhoods of 0 in G..
The family ¥ is directed by inclusion.

LEMMA 2 (cf. [1], lemme 2). Let u € M;(G). Then
Hm |4y + plly@ = D(lul).
Vey

Proof. Let £¢> 0. There exists a trigonometric polynomial w = }'C,p~
such that |||u| —wll, < &. Therefore, by (i),

lflir|l;|—féivwl<s for any Vev .
G qQ
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But, by (i) and (ii),
Jd}w =207Jﬁyy = 20747(7) =G,
for V e ¥ sufficiently small. As |C,—M(|x])| <&, we have
[ Arli-man]| < 26
for V e ¥ sufficiently small. But
14y *plla@ = Gf Ayl

by (iii), and so the proof is complete.
THEOREM 1. If K 8 closed, then (M) is equivalent to (D).
Proof. Let (f,) satisfy (D),

8up |Ifall 4@ = *,
a

B € M(KuE) with finite support and f € A(@). Take a such that f(f)=1
for ¢ esuppu. Then

<I‘|E7f> = <I‘|E’faf> = <.“’faf>
Thus
K| B, £ < = lpllpare If la@ys
and 8o
e | Bllpae) < #lsllpae

‘which completes the first part of the proof.

We now assume (M’). Let » € M (I") be such that »|K =0, »|E =1,
‘where »(t) = »(—1t). Let F be a finite subset of E. Then vy =.vuy is a
‘measure on G with finite support disjoint from K. We have

M(175l) = M(Iy*prpl) < 2l -
Hence there is a compact neighbourhood V¥, e ¥ such that
4y *vplli@ < 2 IVl u)
for V € ¥ contained in V, (Lemma 2). Take Vye ¥, Vp c V,, such that
t+V+V)NK =0 and @A'+V+V)n(iE+V+V)=0

for any t,t € F. We see that fr = 4y, *vp Vanishes in some neighbour-
hood of K and satisfies |fpl e <2IWlpg a8 well as fp(t) =1 for
4 € F. The net (fz)pcs (F is the family of all finite subsets of E directed
by inclusion) satisfies (D). Our proof is thus complete.
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PrROPOSITION 1. (D) 48 equivalent to somewhat “stronger” condition:
Junctions f satisfy (D) and vanish not only on K but also on some neighbour-
hood of K.

This is obvious from the proof of Theorem 1.

We end this section with a consequence of the Cohen theorem:

PRrOPOSITION 2. If KN Gp E i8 finite, then (M) is satisfied.

Proof. In fact, GpZ is an open subgroup of G; (G with discrete
topology), s0 Gp E\K is a support of the Fourier transform of some idem-
potent measure on I° ([4], Chapter V1.8.2, Proposition 5). As E =« GpE\K,
our assertion is proved.

2. From now we assume K to be closed, £ to be compact, E' c K,
and, as before, ENK = @ (by E’ we denote the set of all cluster points
of E). Hence for any neighbourhood U of E’ there is only a finite number
of elements of E outside U.

We introduce the Banach spaces (see [2])

A, ={fe A(E):fIE' =0} and Ay,= {feA(KVE):f|K = 0}

which are closed subspaces of the Banach spaces A(E) and A(KUE),
respectively, with usual norms. The map
A3 f—fIE €4,

is injective, so we shall regard 4, as a subspace of 4, in the algebraic
sense.

Let 8 € A’(E). Then (8, f> = 0 for all f € A,, if and only if § € A’ (K).
Hence we get the following

PROPOSITION 3. A, i8 dense in A, exactly if

A'(K)nA'(E) = A'(E").
We have the equality 4, = 4,, if and only if

(8) A'(EUE)/A'(E') = A'(E)|A(E@A'(E)/A'(E'),
where @ denotes the topological direct sum [3]. Evidently, (S) implies
(A) A'(KUE) = A'(K)+ A’ (E).

PROPOSITION 4. A, = A, if and only if A, 8 dense in A, and (A)
holds.

Proof. Of course, 4, = A4,, implies both density of 4,, in 4, and (A).
Suppose then A, to be dense in 4, and (A) to be satisfied. Due to (A)
we have

A’'(EVE)|A'(E') = A'(K)/A'(EB')+ A'(E)|A'(E')
and, by Proposition 3, this is a direct sum. By (S) the proof is complete.
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'The chief purpose of this scction is to examine relations between (M)
and (A) and between (M) and the equality 4, = 4,,. At first we give
an example of K and F satisfying GpKNnGpE = {0} while 4, # A,.
This gives a negative answer to P 1054 and, combined with Theorem 1,
also a negative answer to P 1053 in [3].

Definition ([4], p. 267, Definition 4). Let (f,);>, be a sequence of
real numbers such that

©o

D, Itel < 0.

k=1

We say that (t;);>, is fully independent if for any bounded sequence
of rational integers (p,);~, the following implication holds:

0
Zpktk =0=p, =0 for every k> 1.
k=1

Example 1. (Here we put G@ = R.) Let (f;);>, be fully independent;
and such that

o0
t,€[0,1] and ¢,> 2 t;, for every k>'1
J=k+1

(see [4], p. 257, Proposition 5). Let

‘ K, = {isktk:sk =0, 1}.

k=2

K, is a perfect symmetric set, so it contains a compact subset F for

which spectral synthesis fails ([4], p. 255, Theorem VIII). By a known

theorem of Herz, there exists a compact K of synthesis such that F < K
< lingF. Write

P e | P 4
E, ={;t1:0<dlst(70—t1,ﬁ')<—i, 0<p<n}

and put

E = U E(n)'
n=1
EVidefltly, B’ = F. We have
ling EnlingK = ‘{O}

because of the choice of ()2, At the same time, K and E are of synthesis
(by construction) and for E’' — F spectral synthesis fails. Hence, by
Proposition 3 (see also [3], Proposition 1), A,, i8 not dense in 4,.

However, it turns out that, in our example, (A) holds. That is an
immediate consequence of Theorem 2.
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THEOREM 2. (i) If K 8 of synthesis, then (M) implies (A).

(ii) If E’ i8 of synihesis, then (M) implies A, = A,,.

Proof. Let (f,) fulfill the “stronger” form of (D) (see Proposition 1).
If Se A’'(KUE), then f,8 € M, (E) and

IfSlpxm@e < #II81lpar@@,  Where x = sup ||f,ll 4q)-

Assume that (f3S) is a subnet of (f,§) converging in the topology

o(PM (@), A(G)) to some 8, € A'(E). Let
8, = 8—8,e A'(KUE).

If 9 € A(G) vanishes on some neighbourhood of K, then fsp|KUE

= ¢ | KUE for g sufficiently large, and thus
(83, > = (8, > —lim {8, fp) =0,

which implies that S, e PM(K) (PM(K) = A'(K) by synthesis of K).
Since 8 = 8, + 8,, the proof of (i) is complete.

Now we assume E’ to be of synthesis. First we show that every f e 4,
belongs to the closure in 4, norm (i.e. A(E) norm) of

= {p € Ag: lpllapy < (%+1) "ano}

In fact, for arbltrary 0<e<|fIl 4,/2% take f € A (@) such that f |\E =f
and uf | 46) < [Iflly,+e By synthems of E’ there exists g€ A(G@) which
vanishes in some nelghbourhood of E' and fulfills |g —f|| 4@) < & Since
g = f.g on E for a sufficiently large, for some ¢ we have

(») Ifag | E—fllgy < llg ~fllae < ¢
But f,9|(KVE) € Ay, and, moreover,

1,91 K VE| 4 < Ifudllae) < #19l4@) < #(1f 4@y + ©)
< #(If Iy, +22) < (x+1) [If L, -

Thus f,g| K VE belongs to B. Since ¢ is arbitrary, f € B by (*).
To complete the proof it is sufficient to show that the norms in A,

and A(’"J are equivalent. Evidently, we have |-|| - < ||, Take now
00

8 e A, and f e 4,. By the first part of the proof, f = limg, in 4, norm,
where ¢, € Aoy and |lg,ll4,, < (2+1)Ifll4,- Therefore

K8, fHl = 1im|<S, Pl < IISIIAéo(%+1)||f||Ao-
This shows that ||S II < (%x+1)|8 || and completes the proof.

COROLLARY. Let E’ be finite. Then (M) holds if and only if A, = A,,.

Proof. (M) implies 4, = Ay by Theorem 2 (u) Conversely, suppose
that 4, = Ae. Then by (S)

A'(EUE)/A'(E') = A'(K)|A'(B')®A'(E)|A' (B).
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But E’ is finite and we have
A'(EVE) = A"(K)®A'(E)|A'(E).
So

M(EUE) = M(E) ® M(B),
PM(G)

which is equivalent to (M).

An easy example (with @ = R) shows that (M) may fail although E’
is countable and A4, = Ay. In fact, take v, e R, 0% v, 70 and ¢, € R,
0+ t,x0 such that (M) fails for K = {v,}2>,0{0} and P = {,},
([3], le corollaire to théoréme 5). Let us join a countable set F' to E in
such a way that EUF be bounded, disjoint from K and (EUF) = K.
Then 4, = A,, for K and FUF but (M) still fails.

In [3] it is shown that (D) implies

(n) l#llpare < %lull -
00
for u e M4(F) and some »x > 0, where

lesll o = inf  [lu+ Sllpae)-
00 Sed'(E)

Now we are going to answer the question P 1052 of [3].
PROPOSITION 5. (n) 48 equivalent to (D).
Proof. It is sufficient to prove that (n) implies (M). If 4 € M;(KUE),
then '
el Bllpae < %”.“I‘E“A'

00

by (n). At the same time, for an f which vanishes on K and belongs
to A(@) we have

y [KBIB, 5| = Kty | < lllpagefll s -
Thus ||u|E|| " < lsllpa@ and, finally,
0

4| Bllpae) < *l|lvllpage) -

Our last proposition is a positive answer to P 1055 of [3].

PROPOSITION 6. For any sequence of real numbers t, # 0, t, —0,

there exists a compact K = [ —1, 0] such that the left-side metric density of K
at 0 equals 1, K is disjoint from E = {t,}7_, and (M) (4, = Ay) holds for K
and E.
\ Proof. In view of Proposition 2, for (M) to be satisfied it is suffi-
cient to construct a compact K < [—1, 0] with required density at 0
and disjoint from GpE\{0}. But this is very easy, since E is countable,
and thus GpF is of Lebesgue measure zero. Since E’ is a one-point set,
we have also 4, = 44 by Theorem 2.
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