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A CLASS OF STOPPING RULES
FOR FIXED PRECISION SEQUENTIAL ESTIMATES

1. Introduction. Let (2, %, {P,: 6 € ©}) be a statistical space and
g9 a mapping from @ into a metric space Z with the distance between
x,y €Z denoted by |r—y|. Let (X,;),? =1,2,..., be a sequence of
Z-valued random elements on (£, #) which is assumed to converge to
g(0) whenever the distribution of (X,) is generated by P,. Given ¢ > 0
and y € (0, 1), the problem consists in fixed precision estimation of ¢(6),
i.e. in finding a stopping variable v : 2 — {1, 2, ...} such that

Py{lX,—g(0)ll<et>=1—y for all 606.

As in [3] suppose that we can observe k independent copies (X$),
1=1,2,..., k of (X,). Intuitively, one might expect that if k¥ is large,
then all the sequences (X!?) “meet together” only in a narrow neighborhood
of g(0). This suggests the stopping rule

7 = inf{t > 1: o, (X", ..., XPM) < 8},

where ¢ is a (small) positive number and g;: 2* — R is a measure of
concentration of points in & (e.g., the radius of the smallest ball containing
all points XV, ..., X®¥). We shall show that under some -conditions
concerning the speed of convergence of (X,;) and the distribution of (X,)
the stopping variable r leads to the desired result: Theorem 1 in Section 2
establishes the existence of fixed precision estimates, and Theorem 2
Suggests a method of the effective construction of such estimates. The
ethod given in Theorem 2 is then applied in the example in which a “usual”
fixed precision estimate does not exist.

2. Results. The following assumptions are relevant to the Lemma
and Theorem 1:

(A1) (Vn>0) D P,{IX,—g(0)l = n} < oo uniformly in 6€0, i.ec.
=1

(Vg > 0)(Vy' > 0)AT)(Vi> T)(V0 € 0) D' P, {IX;—g(O)l > 7} <7'.
j=¢
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(A2) Given 6 € ® and ?, the random elements X{ for { =1, 2, ...
are i.i.d.

(A3) For each k¥ = 2, 3, ..., g, is a non-negative real-valued function
on Z* such that for any set of points 2V, ..., #® e &
c;max ||z — 29| = o, (2P, ..., 2¥) > e, max || — 2P|
i i)
with some positive constants ¢, = ¢, (k) and ¢, = c,(k).
(A4) For each k = 2,3, ..., §, is a mapping from Z* into & such that
for every set of points 2V, ..., ¥ € Z and for each y € &

1 k 3
lge (2, ..., 2®) — gyl < max|lz® —y].
1<i<k

For example, if 2 is a convex subset of a normed linear space (with
norm |-|}), then §, might be defined as a “sample mean” (a4 ... +a®)/k
(see [3]).

LEMMA. Under assumptions (Al)-(A3) we have P,{tr < oo} =1 for
each 6 > 0 and for all 0 € 6.

THEOREM 1. If (Al)-(A4) hold and if for each t
ag4(0) = sup Pp{|| X, —yll < 6}

ye&
tends to zero as 6 — 0, uniformly in 0 € O, then for every ¢ > 0,y €(0, 1)
and k > 2 there exists a 6 > 0 such that
Py{llfe (X, .o, X)) —g(O)l < e} =1—yp
for all 6 €6.

The proofs are slight modifications of those given in [3] and will
be omitted.

THEOREM 2. Let (Y,) and (r) be two sequences of Z-valued and
real-valued random elements, respectively, such that the distribution of
Sy =171 X, —g(0)| does not depend on 6. If there exists a sequence (a,) of
real numbers such that

ZPO{St> @} < o0
i=1

and

Py-lima,r, =0  for all 6 €0,

t—o0

then for every ¢ > 0 and y € (0, 1) there exists an integer T such that v
= inf{t > T: a,r, < &} is a (finite) stopping rule and

Po{lY.—g(O)l<e=1—y for all 0 €0.
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Proof. Py-lima,r, = 0 implies P,{r < oo} = 1. We have

t—o00
Po{lY.—g(0) > &} = Y Po{I¥,—g(O)l > ¢, 7 =1}
t—T
< D PulITi—g(0) > e, 0> o} < ZPo{st a}
t=T

and the theorem follows.

3. Examples. 1. Let 0@ = {0 = (p,0): —o<u< 0,0’ < o< a”
with 0 < ¢’ < ¢’ < o and let (X,) be a sequence of real-valued random
variables. Suppose that P, is a probability measure such that

PiXi<a) = 0 Z2H),
pro
where @ is the probability distribution function of the standard normal
variable N (0, 1), u;= u-+m;, m; - 0 and 0 < f§, — 0 fast enough as ¢t — oco.
This is a typical stochastic approximation case.
Suppose that m; = O(B,). Then, for every positive 7,

o0

> -zt = Mo - ) 1oL - )]

t=1 t=1

which converges uniformly in 6 € © so that (A1) holds. For a, () we have

8
amA&==2¢(E;)—l,

which for each t tends to zero as 6 — 0, uniformly in 0 € 6.
Suppose that k independent realizations (X{?), ¢ =1,2,...,k,
of (X,) are available. Then, by Theorem 1, as a sequential estimate of

4 we can take
k
- 2 Xgi) /k
i=1
and stop the process of estimation using the stopping rule ¢ with

k
0 Xy ooy XP) = DD — i)’ k.
i=1

2. Let §, (n =..., —1,0,1,...) be a doubly infinite sequence of
Lid. random variables N (0, 1) and let X, = u+ &+ %,,,, where
0 if m =0,
Ly =

—W2§ﬂ itm=1,2,...
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Our aim is to construct a fixed length (¢, say), fixed confidence level
(1 —1, say) confidence interval for the mean u with m being unknown. It is
well known (see [1]) that if ¢ and y satisfy some additional requirements,
then there exist no functions u,(X,,...,X;), t =1,2,..., and no finite
stopping rule which could give a solution.
Take k independent copies (X{”), ¢ =1,2,..., % of (X,) and put
¢
xP = 3 X0
n=1
We apply Theorem 2 with
k k
= M XOk  and o = Y (XP T, (k—1).
i=1 i=1
The random variable S, = »; ' (¥, — l/k is distributed as ¢,_, — Stu-
dent’s ¢ with k¥ —1 degrees of freedom — and depends neither on 6 = (m, u)
nor on t. Take the following approximation for the cumulative distribution
function of ¢,_, (see [2]):

Pi{t,_, >} = cx *P(1+0("?%) (¢ = const).

It follows that for a, = t* the series \”P o{I8;| = a;} converges if
a>1/(k—1).
By the Tchebycheff inequality we have

Pylajr; >n} < c¢'t7'a; (¢’ = const),

o0 that a,7, — 0 in probability if @ < 1/2. By Theorem 2, a fixed precision
estimate for x4 exists whenever the number of copies is k > 4.
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PEWNA KLASA REGUL ZATRZYMYWANIA PROCESOW
ESTYMAC]JI SEKWENCYJNE]

STRESZCZENIE

Niech (2, F, {Py: 0 € ©}) bedzie przestrzenia statystyczng i niech ¢ bedzie
odwzorowaniem O w przestrzen metryczna %, gdzie odleglos¢é miedzy punktami
xz,y € & oznaczona jest przez |x—yl|l. Niech (X;),¢= 1,2, ..., bedzie ciagiem ele-
mentow losowych o wartosciach w %, zbieznym do ¢(0), gdy ,prawdziwy” rozklad
jest Py. (Ciag (X;) jest estymatorem sekwencyjnym parametru ¢(8).) Niech &> 0
oraz y € (0, 1) beda ustalonymi liczbami. Zakladajac, ze mozna obserwowaé jedno-
czesnie k > 2 niezaleznych realizacji (X)), 4 = 1, 2, ..., k, ciagu (X;), skonstruowano
taki estymator sekwencyjny §; = g(Xﬁl), ..., X)) oraz taki moment zatrzymywania
T, 26 Py{ll§:—gll < e} > 1 —y dla wszystkich 0 € 6.
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