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ON A MACHINE SEQUENCING PROBLEM (I)

1. Introduction. In many branches of industry (metallurgical, machine
construction) the production process is characterized by the flow of
elements (in the technological sequence).. These elements are processed
on successive machines. The processing times of individual operations
are different for different elements and machines. There arises, therefore,
the problem of determining such a sequence of elements as to complete
all jobs in minimal time. In this paper are presented three variants of the
problem, which can be solved by solving the travelling salesman problem.

The considered problem is a particular case of the problem, in which
the sequence of elements on the machines can be different for different
elements; also many other variants of the objective function can be in-
troduced.

The problem in general form with two objective functions and a branch-
-and-bound algorithm of solution was presented, for example, in [1].

2. Problem. Consider a given set of m machines M,, M,,..., M,
and a set of elements P,,P,,...,P,. Each clement should be succes-
sively processed on machines M,, M,, ..., M,,, thus it can be defined
by an ordered sequence of m numbers

Pi:{tiutiz’---’tim} (":21127---’7")7

where ?,; is the processing time for element ¢ on machine j (j = 1, 2, ..., m).
The objective is to assign such a processing sequence of elements

{Pi17Pi27 "'7Pin}7

where {i, 45, ...,4,} is a permutation of the sequence {1,2,...,n}, as
to minimize the time required to complete all jobs.

Denote by s,; the process-start time of element ¢ on machine j.

In this section we are intersted in determining the solution of the
above-mentioned problem with the following additional constraints:
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(a) Every clement can be processed on not more than one machine,
and any machine can perform not more than one element at any time,
therefore,

(1) $;; = Sty  or 8, =8+
G=12,...,m; LE=1,2,...,m; 1 +# k).
(b) The processing of each element must not be interrupted.
(¢) The processing sequence of elements P,, P,, ..., P, is the same
on all machines, i. e. constraints (1) should be of the form
$=8tthy (1 =21,2,...,m) or s;=8;+ (j=12,..,m),
where I,k =1,2,...,n» and 1 # k.
(d) For each element, the process-end time on any machine is equal
to the process-start time on the next machine, i. e.
S5 =Sijattiia (G =12,...,n;) =2,...,m).

The problem with constraints (a)-(d) appears in many production
processes (no bins between successive machines, thermal processing).
In Fig. 1 is shown an example of processing 4 elements on 3 machines
in the sequence {1, 2, 4, 3}.
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For this problem, the time required to complete all jobs, which is
the criterion of choice of the optimal sequence, is equal to the sum of the
processing times and breaks on machine m,

n—1

n
(2) T :Ztklm+2 Prgpy 1+ Porey»
=1 i=1
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where h; is the break on machine m between the ¢-th and j-th elements
(4, =1,2,...,n), by; — the break (also on machine m) between the
process-start time of the element 7 on the first machine and on the m-th
machine, and {k,, k., ..., k,} — the permutation of the sequence {1, 2

ey M}

The problem consists in m'inimizing T over {kq, k,, ..., k,}. Because
the value of the first component of the sum on the right-hand side of
equation (2) does not depend upon the sequence of elements, the minimi-
zation of T is equivalent to the minimization of all breaks on machine m:

n—1

a= 2 Py, o+ Pory -
iz

Now, let us determine h;. For the element j, which is the successor
of the clement ¢, there are, by constraints (c), satisfied the inequalities

(3) Sjk>8ik+tik fOl’ k = 1, 2, ...,"n
and, by constraints (e), the equations

St = Sip—1 -+t and Sy = Sjxatlir
for k. =2,3,...,m

For the given sequence of elements (not only for the optimal sequence)
at least one of inequalities (3) is an equality because, otherwise, the time
required to complete all jobs could be reduced by the value

min {8y, — (S + %)} -
1<kSm

Hence, for some integer p which satisfies 1 < p << m, there is fulfilled
.the equation '
Sip = Sip+lip-

From the definition of h; we have

hiy = Sjm—Sim+ tim,

and after repeated application of (3) we obtain

m—

m—1
o T vtﬂm Sim = 8jp+ Z Lites

k=p+1
hence
m—1 m m
(4) hij = 2 tjk_ Z ti 2 zk>+ w Jm)'
k=p k=p--i k=p
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In numerical computations it is better (with regard to the number
of operations) to take p = max{l: s; = s;+1;}. From the definition
of h,; and by constraints (b)-(d) we have

m—1

(5) hy; = 2 big-

k=1

From (4) it is evident that the value of the break h; depends upon
P; and P; only.

Let us write the elements of the matrix D = (d;) (¢,) =0,1,...,n)
as follows:

hi_’i fOl‘i:0,1,...,n;j=1,2,...,‘n;i;éj,
(6) di; =10 for t =1,2,...,m; 5 =0,
oo for4,j=0,1,...,m; % =]).

The following theorem gives the solution of the considered problem:

THEOREM 1. The permutation {l,,1,, ..., 1} minimizes Ty if and only
if {0,1,,1,,...,1,, 0} is the minimal Hamiltonian cycle of the matriz D.

Proof. Let W denote the weight of the Hamiltonian cycle {0, %,, k,,
eevy k,, 0} of the matix D. From (6) it follows that

n—1

n—1
W =dy, + 2 By 1+ Ao = Pox, + 2 PR
i=1 iz

Therefore, the value of the weight of the Hamiltonian cjrcle {0, k,
...y k,, 0} is equal to the value T, for the permutation {k,, k., ..., k,}.
Simultaneously, there exists the one-to-one mapping

@: {0, kyy kgy ooy by, 0} o {ky, ks, ..., k,n}

of the elements of the set of the Hamiltonian cycles of the matrix D to the
elements of the set of the permutations of sequence {1, 2, ..., n}. There-
fore,

min W = W({0,1,,...,1,,0}) = min Ty = T,;({ly, I, ..., L.}).

{0,k1,.. s Fp, 0} {F1s--sin}

3. Now, assume that N identical n-clement groups (N < oo) are to
be processed. Constraints (a)-(d) are still holding. The objective is to
assign such a processing sequence of elements in all groups as to minimize
the time required to complete all jobs of the N groups. Assuming identical
sequences of elements in each group {k,, k., ..., k,}, the expression for the
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total time of the breaks on machine m is, analogically to the problem of
the section 2,

(7) Ve = h"kl +N Z hklkl+1 T hknkl’
1=
or, after change of summation,
n—1 n
(8) V, = h(,,cl+2 hklkl+1+(N—1)thlkl+l,
=1 1=1

where k,,, = k;.

The problem of minimization of V, over {ky, k,, ..., k,} is left open.

Let V7 denote the minimal value of V,. Notice that the sum ) hyy, |
in the right-hand side of (7) and of (8) is the weight of the Hamiltonian
cycle of the matrix H = (k) (4,j = 1,2, ..., n). Form (7) of V, suggests
the following solution:

(i) Determine the minimal Hamiltonian cycle of the matrix H; let
us denote it by {iy, Gy ..., 1, 41}

(ii) Take {47, %1yy ey byy b1y ---y 4_1y a8 the sequence of eclement
in each of the N groups, where i, satisfies the condition

lnin (hoik—h/ik_lik) = hoil—hil_lil, Whel‘e 1:0 = in.
1<k<n
Let
.. .. . 1
Va{i, Yyprs ooes tny bay oees 1)) = Vg.
Obviously,
1 *
Vaz Vg

However, suggested by form (8) of V,;, we weaken the assumption
of an identical sequence of the elements in all groups, and assume an
identical sequence of the elements only in N —1 groups. Let P denote
the set of permutations of sequence {1, 2,...,n}, let V, be the sum of
the first and the second components of (8) and let V, be the third compo-
nent of (8). Assuming an identical sequence of elements in all N groups,
we have
(9) V3 = min V,(p)

peP

and, for the weakened assumption, it is necessary to determine

(10) 7 = min Vy(g) -+ min V, (7).

qel reP
Obviously,

7* 2
Id> d
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which results from the form of the right-hand sides of (9) and (10). The
determination of the first minimum of (10) is the problem from section 2;
let

Vi{ly, ..., 1)) = minV,(q).

qeP
But
Va({iry «vy 9,}) = min Vy(r),
reP
where {i, ..., %,, 9;} is the minimal Hamiltonian cycle of the matrix H.
Joining these solutions, the sequence of elements is as follows:
in the first group {l,, s, ..., 1,}, and in the remaining N —1 groups
{/':j, ’&’j_{_l, ey ":n’ il’ seey i_}—l}’ Where Ii]'_l - l'n-

4. From the theoretical point of view, the problem of section 3 can
be considered for N = oo. Assuming an identical sequence of elements
in all groups, it is seen that, from start of the processing of the first element
of this infinite sequence of groups, the breaks on the last machine will
be of the form of an infinitely repeating Hamiltonian cycle. Therefore, the
instantaneous solution of this problem the permutation {i,,,,...,1%,},
where

(1) {%1y ...y Ty, ¢;} Is the minimal Hamiltonian cycle of the matrix H,

(i) min hy; = hy; -

1<ji<n
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0 PEWNYM ZAGADNIENIU KOLEJNOSCIOWYM (I)
STRESZCZENIE
W pracy przedstawiono zagadnicnic kolejnosciowe, odpowiadajgee procesowi

obrobki cieplne] lub obrobki bez skladowisk miedzyoperacyjnych. W rozdziale 2
zbudowano model matematyczny tego zagadnienia i udowodniono twicrdzenie, dajace
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rozwigzanie problemu kolejnoéci obrébki n-clementowej partii detali na m maszynach.
W rozdzialach 3 i 4 podano rozwigzania suboptymalne rozszerzonego zagadnienia
obrobki N jednakowych partii n-eclementowych dla N < o0 i N = oo. Rozwigzania
wyznaczone w rozdzialach 2-4 sprowadzaja postawionc zagadnienia do problemu
wyznaczenia w zadanej macierzy minimalnego cyklu Hamiltona.



