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A GAME OF TIMING WITH % NOISY AND » SILENT ACTIONS
VERSUS ONE NOISY ACTION

0. Introduction. The game considered in this paper is a generali-
“ation of that presented by Styszyhski in [1]. We describe the structure
of the game in the following way:

Player A has k noisy and # silent actions (k> 0, n > 1) and player B
?‘3 One noisy action. The noisy actions of player A are undertaken before

¢ silent ones.
q The success functions P(t) and Q (¢) for players A and B, respectively,
teDOte the probability of achieving success by the given player at time ¢,
-€[0,1]. We assume that P(t) and Q(f) are differentiable in the open
Tterval (0, 1) and, moreover, P’ (1) > 0, @' (t) > 0, and P(0) = Q(0) — 0,
O =9 =1.
If the first player achieves success, then the game is finished and he
Ves the pay-off -1 from his opponent. If both players achieve success
€ same time or if neither does it, then the pay-off is 0. The players
a.e];fi t0 maximize their expected pay-offs. The numbers, the types of
'0n8, the order of their taking and the success functions are fixed and
OWn beforehand to both players.
We show that the game has a value and we give optimal strategies
the players.
defs In Section 1 we describe the strategy spaces, section 2 contains the
opt thfIlS of the optimal strategies, and in section 3 the proof of the
Mality of the formulated strategies can be found.

Yecej

for

1. Strategy spaces. Let {z,};_, and {&;}]_, denote the sets of the mo-

01(;::7 of taking by player 4 his noisy and silent actions, respectively.
¥y

Put Let Y denote the moment of taking by player B his noisy action.
={y:0<y<1}.
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Let us set

Zr = (%1y -0y %)y Ty =(ByyeenyBg)y  (ZZs) = (B1y eeey @y Dy uny )

The vector obtained from (Z,, %,) by omitting the first £ components
0<t<r, is denoted by (z,,, &), Where (Z,,,%,) = (%, ,) and (Z,, %
= 7,. We put

Z; X, ={7,%,): 0<% <..<%<5<..<2,<1}.

Let I';(s) denote a game of timing in which player 4 has i noisy
and j silent actions and all of these actions are to be taken in the interv
(8,1] (0<<s8< 1)

A strategy of player A in the game I',(0) means any probability
distribution F; over the space Z,_Xn . The set of the strategies is denoted
by A,.

Let B,(s) denote the set of strategies #,(s) of player B in the gam®
I';,(s) defined as follows:

1° 7,(8) = G,, where G, is a fixed probability distribution on (s, 1]-

2° Let us assume that the sets B, (s) of strategies of player B in Fp,.(s)
have been defined for some p (0 < p < ¢) and for s (0 <8< 1).

3° The strategy 7,(s) (0 < s < 1) is defined in the following ma,nner"

Let 7,(y) = [¥, {i—w(»)}], Where 7;_,,(») € B,_,,(») for w =1,...r"
and 0 < » < y. Using the strategy 7,;(y), player B will take his action o
the moment y if player A takes no action before y. If player A takes ¥
of his actions up to the moment », » < y, and achieves no success, the*
player B will follow the strategy #;_.,(v) € B;_,(¥).

Let G,(y) be a fixed probability distribution on [s, 1]. We define #; by

7:(8) = [G:(y), n:(y)] € By(8).

We say that player B adopis the strategy 7,(8) € B;(8) in the gamé
I, (s) if he chooses the moment y according to the probability distrib®”
tion @,(y) and if he adopts 7;(y) afterwards. We write I, (0) = I\, (")
= 7;, and B;(0) = B; by definition.

Now we define the pay-off function K [F,; n;] (the expected p&Y‘Off
to player A if players A and B use the strategies F; e A; and #; e Bir
respectively) as follows:

(1) K(F;nl= [ [EK[(Z %);n(y)146(y)dF;[(z, Z,)];
zix, ¥

for j =1,2,...,

(2) K(z,z,); u(y)]
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1-2Q(y) if y<az,
1-[1—-P(2)FP+[1—P () K[(%,; Tu); nj—s(21)]

ife,=..=2,<Y,2 <2, 1<8<j,2, =o;
1-Q(2) —[1—P(21) 1’ Q(21)
ife =...=2,=y<2,, 1<},
SN 1=[1—P(z) Y+ [1—P(2,) Y K[Z,,.; n0(21)]
o =...=2=0=... =0, < Y, B <Dpy, L<S<Ny Tpyy =1,

1-Q(21) —[1—P(2)T+*Q(2))
fe=...=4=0=... =20, =yY< 3y, ;,1 <8< n,

A —[1—P(2) Y} [1—Q(2))]— [1 —P(2)F+"Q(2y)

if ) =ee =2, =8 = ... =8, =Y,
(3) K[ay5m0(5)] = [ E[%; y1d6s(y);
Y
1-[1—P(%) )+ [1—-P(2) T K[, 9]
o =...=0,<Y,2 <, 1<8<],
( 1-Q(m)—[1—P(2)FQ ()
Y K[7;y] = if oy =... =2, =y, @ <y, 1<8<j,
{L—[1—P(2)}}[1—Q(a;)]— [L—P(2,)VQ(w,)
e =...=2 =y,
1-2Q(y) if y<ay;

) K(Z;9]1= -1 i 0<y<l.
This system of equations determines in a unique way the function
Useg h\m] Assume that player A adopts the strategy (Z;; 7,) and player B
°1‘Inni(y) in the game I}, and let 2, = ... = 2, <y. Then we can interpret
Withu % (2) in the following intuitive manner: If player 4 achieves success
prOba,(;?e- of his first s noisy actions taken at 2,, then he will win 41 with

ith llity 1 —[1—P(s,)". Otherwise, he will win K [(%,, Z); 7_s(2)]
exp] ,Probaybuity [1—P(2,)]°. The other cases of system (1)-(4) can be

3ned in g gimilar way.
OW we can consider our game as

Pkn = <Alu Bk’ K>,

Wh
Offe;uellA’f and B, are the sets of strategies of the players and K is the pay-
Cion defined on A, x B, by formulas (1)-(5).
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Definition. The strategy F, € A, is said to be optimal and the strab’
egy 7; € B;is said to be e-optimal if for ﬁxed ¢ > 0 there exists a constant ?
such that

K[F;;n,]1>v for every 9, € B;,
K[F;ni]<v+e for every F e A;.

The number v is called the value of the game.

2. Definitions of the optimal strategies. Let us define the function wby
W) =P®Q)+PH)+Q(1)—1, 0<i<1,

and consider the following system of relations:

QW) [1+Pw)]de . Q2)
W (u) 2

341

f Q' (w)du 1
P(u)@*(w) Q(ay)

=0, i=n—1,...,1, n>2,

d

R L R
filz;) = %—(—7, v ela,a,.,),t=1,...,n—1,n>2,
L.
ly = P(a,)Q(a,), li+1=1—_m7 i=0,....,—2, n=>2,
T4+1
- "' [1—-P(a,)]1P(a,)Q(a,)’
26P'(y) * P (u) [1+Q ()] du
W(y eXp[f W(u) ]7 y € la,, 1],
9(y) L)
L \Y . _
m7 yela;,a,,),i=1,...,n—1, n=2,
(6) Cry1 = Oy,
M Q(iyr) = 1Q‘1;() s,k

Fix ¢ > 0 so that

Sj =min[6]’ (Cj_'_l_cj)]’ j =1, ...,k,
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Where 015 ..., 8 aTe obtained by solving the equations

. € .
(8) P(cj+6j)=mm[1’(cj)+w,l], J=1,..,k.

ca Using the assumptions for P(t) and @(?) and the results of [1] it is
S t0 show that the CONSEANtE @1y «.ey Gpy C1y vney Gy byy oovy bny 81y vy g
and the functions f,(2,), ..., f,(®,), g(y) are unique and

O<eo<..<g<gu=0<..<a,<1l, 0<p<1,
%41 1
f filg)dw, =1, <=1,...,n, Oy =1, fg(y)dy+ﬂ =1.

ai a

Let 8 be a strategy of player A in I, 0 < r < k, defined as follows:

Player A takes his j-th noisy action at the moment ¢;_,.;, j =1, ..., 1,
a0 Probability 1 and his i-th silent action at the moment ; € [a;, a; +1)
cording to the density function fi(®), ¢ =1,...,n.

It is easy to see that 84 e A,.
Let 84 — g4 by definition.
tion Let 8% be a strategy of player B in I, 0 < r < k, defined by induc-
fOHova]th respect to the number r of noisy actions of player A in the
Ing manner:

for hljo Pla:yer B takes the strategy S2 if he chooses randomly a moment y
8 action from the interval [a,, 1] according to the probability meas-

ur .
© described by the function g(y) and the constant 8 so that

t
Plyelo, v} = [gy)dy, tela;,1) and Py =1} =4.

hg, 2° Letus assume that the strategy SZ for player B for somer,r < p <k,
S been defined.

] .
3° Using assumption 2° we define the strategy S5,,.

va (Pl&yer B chooses randomly a moment y for his action from the inter-
et?k‘p’ Ck-p+&;_,) according to a continuous probability distribution
on Hp-}-l(y) and takes his action at ¥ under the condition that the

'action of 4 has not been undertaken yet. In the opposite case,
> 8Ives up his action at y and, afterwards, follows the strategy S2
Ing the second noisy action of A as the first one. It is clear that

fll‘st hoj
lsy
Congiger

Sf € Br and S}B = [Hr(y)’ "71-(('/)]’

Wherg
deﬁlliti?);il:y) =09, {87}], 87 p€B,y, w=1,...,7. Let 8% =8¢ by
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Notice that by (1)-(4) we have
a2 1

©  E850.01= [ - [ ElGorr Z)ine@)] [ | filw) da,,

ay an fml
where ks = (ck—r+l’ ceey C),
Ck—r+1tk—ri1
(10) E[(z,%);81= [ K[ %), 8E.)14H, ).
Ck—r+1
3. Proof of optimality for §4 and of c-optimality for SZ. In this sectioD
we prove that
(11) K[84;9,]>1—-2Q(¢,) for every n;, € By,
(12) K[F,; 851<1—-2Q(¢)) +¢

for every F, € A, and for fixed ¢> 0.

For this purpose we use the results obtained by Styszyrnski in [1]
who proved

1
(13)  KI[Z,; 851 = [KI[Z,;919(9)dy+BE[Z,;11<1—2Q(a)
' for every 7z, € X,

az 1 n
14)  E(88591= [ ... [EZ;91]][file)dn,>1-2Q (a)

=1

for every y e [0, 1]-

Now we show, using induction with respect to the number # of n0isJ
actions of player 4, that inequality (11) is true. In other words, we ha"®
to show that the following inequalities hold:

K[84,71>1—-2Q(¢_,y,) for every 5,€B, and r, 0<r<k.
Proof. 1° By (1), (3), (14), and (6) we have
K835 m0]>1—-2Q(a).
2° Let us assume that
K84 ;m_11>1—2Q(c;_,y0)
for every u,_, € B,_, and some r, 1 <7 <k-
3° We show that

K[S;i; 7]=1 _2Q(ck—r+1) for every N, € B,.
Let

N = [Gr(y)’ 771-(3/)]7

where 7.(y) = ¥, {nr—w("')}L Np—w(?) EBr—w("’)y ISw<rr< y-
We consider the following cases:
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() y < ¢y,
Then from (1) and (2) we obtain

E[85n.1)] =1-2Q(y) > 1-2Q(¢;_,,,)
bY Droperties of @ (1)

(b) ?/ = ck—r+1'
Using relations (9) and (2) we have

BI85 7,(9)] = 1—2Q(6ry1) +P(Cr_y1 1)@ (Grps) > 1—2Q(64_pyr)-

(0)'ck_r+l < y_
Using the inductive hypothesis and (9), (2), and (7), we see that

BI85 0,0)] = Plorrsd) + (L= P(0yps ) IE TS 5 01 (Gppr)]
= P(eg_pyy) + [1—P(Ch_p1) L —2Q(Ch_py2)] = 1—2Q(Chyys)-
Hence we obtain
KE[857,)]1=>1—2Q(6—pyy)-
In such g way by (1) we get

K85 n] = [ K85 1,(9)146,(y) > 1—2Q(04_rp1)-
v

Thig completes the proof of relation (11).

th Now we show that inequality (12) is valid. For this purpose we prove
3 the inequality
(15)

&
K [(Z_, %); Sp_1<1—2Q(er,,) + >

ho} =
be ‘:}’i for every (Z4—y, %,) € Z;,_; X, and for every I, 0 <!< k. This will
1;’“’11 by induction with respect to the number I.
T0of. 1° Let I = k. Then, by (13),

B (24, %,); 51 < 1—2Q (@) < 1—2Q(0441) + 55

W S
here (Ze_s, 7,

- ) = 3,

Let us agsume that
(16)

&
K[(Ek__” En); Sf—-r <1 _2Q(cr+l) + —27
for some 7, 0 < r <k and for every (3,_,, %,) € Z;_, X,.

T
Ga,ges_ozsta'te that (15) holds for I = r—1 we consider the following three
Tax<e, 6 5 <c e, and ¢, +e¢ < 2.

9S0W. Matem, 16,3
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(a) 2, < ec,.
Then, by (10), (2), (16), and (7) we have

E[(Zkers1r Zn); 80 ri1] = P(2)+[1—P(2) 1K [(Frepyr,1) Tn); Sho-r]
< P(2)+ [1—P(z)] [1 —2Q(c,4) + %]
=1—-2Q(¢,1)[L—P(2)]+ [l—P(zl)]i,

<1-2Q(e)[1—Ple)]+ or =1-2Q(e) + 5

(b) c"< zl < cl'+8f°
At first we show that

2'-l

L = P(2) + [1—P(z) 1K [(Zry Fn); 85,1 <1—-2Q(e,)+ o5
By the inductive hypothesis and by (8) and (7) we have

21‘—1

L<P@)+a-PE)][1-20000+ 5] < 1-20( )L~ PEI+ 57

<1-2Q()[1—P(,+6)]+ o=

&

41—29(0141)[1—1)( 6,)— 2r+1]+'§7

<1-2Q(0,) [L—Plo)]+ 57 + 5 = 1-2Q(e)+ 5
Using (10) and (2) we obtain

c,.+ 8,

E[(Gpi1 %) SEria] = [ ElGarary Z0); 0, 82,4 1aB— i)

Cy

f [L—~2Q(W)1dHy . (9) +
cr"“r

+ [ P+ L= PEIE Gy T B D AHia )

5
2]

< [1 —~2(0)+ 5 ]de_,+1(y)+

r
cpte,

+ [ 1200+ 55 )

2

= —12Q(e) + -
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(€) 6, +¢, < 2.
We have

Cpt&p

K[(Ek-u-n z,); Sf—rﬂ = f K[(Ek—r+l7 Z,); Q(y)]de—r-}-l(y)

Cy
Cptey

= f [1—-2Q(y)]dH, _, ., (¥)

Cr
Cpt8p

< [ 1-2Q()aH; ()
Cp
-4
< 1_2Q(cr) + F'
Thig completes the proof of relation (15) and, thereby, of inequality (12).
It follows from (11) and (12) that the game has the value

v =1—-2¢(0,),
the g

is trategy 84 of player A is optimal and the strategy 8% of player B
8-0ptimal,
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- ORy,
OWSKII T. RADZIK (Wroelaw)

GRA CZASOWA TYPU % GLOSNYCH I n CICHYCH AKCJI
PRZECIW JEDNEJ AKCJI GLOSNE]

STRESZCZENIE
R
3 gracy ZPatrzono gre czasowsy, w ktérej gracz A ma k akeji glodnych i » akeji cichych,

Rokei; gy 4 jedng akeje glofng (k > 0, n > 1). Gracz A podejmuje swoje akeje w kolej-
8lokne, ciche,
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Funkecje sukcesu P(t) i @ () odpowiednio dla graczy A i B oznaczajs praW.d_o'
podobienistwo odniesienia sukcesu, gdy akcja podejmowana jest przez gracza w chwill b
te[o,1].

Wiyplate dla gracza A okredla funkcja

K [(Zx, ®p); ¥] = Pr{A sam odniesie sukces} — Pr{B sam odniesie sukces},

jeéli gracz A podejmuje akcje w chwilach okreSlonych przez wektor (zx, %), gracs B

za§ w chwili y.
Zadaniem gracza A jest maksymizowanie éredniej wyplaty, a zadaniem B ~
minimizowanie jej. )
W pracy skonstruowano strategie mieszane dla obu graczy i udowodniono ioh
optymalnosé.



