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ESTIMATION UNDER SAMPLING FROM A FINITE POPULATION

In the paper the problem of minimax estimation of the parameter M/N
=(M/N, ..., M,/N) of the multivariate hypergeometric distribution (1) is
Considered in the case when M and N are unknown and the loss function is
given by (2). It is proved that there exists a minimax estimator d
=(d,, ..., d,) of the parameter M/N which is of the form (4).

In practlce we often meet the following situation. A lot consisting of N
Units of a product has been produced. The units are classified into r
categones the ith category containing M; units i = 1, ..., r. A sample of size
M is taken from the lot in which Xy, ..., X, units of categories 1,...,r are
Observed. The numbers M 1r ey My, N are unknown and n < N. The
Problem is to estimate M/N -—(MI/N ., M,/N). This leads to the
Sstimation of the parameter M/N —(M,/N ., M,/N) of a multivariate
Ypergeometric distribution with unknown M and N. Thus let

(o)
)

(1) PX=x)=P(Xy=xy,...,X,=Xx,) =

Let the loss function be

@ LM, N,d)= ¥ c .,(M di>'<%—di>

i,j=1

Where d=(d,,...,d) is an estimate of M/N =(M,/N, ..., M,/N) and the
Matrix ¢ = lic;ll is nonnegative definite.
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Let d(x) =(d,(x), ..., d,(x)) be an estimator of
M/N = (MN, ..., M,/N)

and let
R(M,N,d)=E(L(M, N, d(X))|M, N)

be the risk function.
DErINITION. An estimator d°(x) = (d?(x), ..., d?(x)) of M/N is called
minimax if

-(3) -sup R(M, N, d° =inf sup R(M, N, d).
(M,N) d (M,N)

LeMMA 1. Let the loss function be of the form (2) and let the estimator
d=(d,,...,d,) of M/N fulfl the condition d;(X) =a; X;+b; for i=1, ...,r,
where a;, b; are constants. If the matrix C = ||c;j|| is nonnegative definite and
M;/N =p,,i=1,...,r, are fixed then the risk R(M, N, d) is a nondecreasing
function of N.

Proof. It is well known that

m; = E(X;|[M, N)=n

N—n M, M.
E((X;—m)*| M, N) = n " '(1——'), =11

N-1 N N
N—n M M
E(X.—mWX:—m: = . = . j
(Xi=m)(X;=m)IM, N)= —no— 28, =1, ri#]
We obtain
r Mj
R(M, N,d)=E Z CU —_aX b F—aJXJ—b)
iJj=1

MM, N-—n
Zlc,j ’N N+"N

e 3 oo

ih,j=1

N-
N-1;

Z (C,,a +C”aj 2C a,-aj)—.
i,j=1 N

+ Zr: c,-,-(b,-—(l—a,-n)%) bj—(l—ajn)%’;).

i,j=1

NS
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Then the lemma results from the fact that for a nonnegative definite
matrix C

ciat+cal—2c;a;a; 20 foreach i,j=1,...,r
Let
Xi+ i° n
(4) di(X)=——ﬂ—i
n+\/;

where =By, ..., B)eP={p=(py, .-» P): P; =0, i=1,..,r, py+...+
= 1}. Then

R(M, N, d)

’ —1 M M o N oM
kel N o e i

When N— oo and M/N =p, for i=1, ..., r, we obtain

(5) R(M, N, d)m:/r_l—{ z Uﬂlﬂj—l— Z (cu ij)iji}'

1)2 i,j=1 i,j=1

THEOREM. There exists a point p, =(p‘1’,. ., PO)e P such that the
estimator d defined by (4) with B, =p?, i=1, ..., r, is minimax.

Proof. Let p, =(p}, ..., py) be a solution of the equation (see [5]):

r r r
Z ¢i p — Z Cijl’iol’;9 =max{2 Ci Di— Z CijPin}-
i=1 i,j=1 peP  i=1 ij=1
It is easy to deduce that there exist a set A = {i;, ..., i} = {1, ..., 1}
and a constant y, such that

2. Z cijp?_cii = yo fOl‘ eaCh i€ A,
(6) jed
2:-Y ¢;jp)—cy=yo foreach i¢A

JjeA

and moreover, k = 1 iff ¢;; = ¢, for each i, j. In the following we assume that
there exists an 4 such that k > 2. Otherwise, each estimator d = (d,, ..., d,)
With d, + ... +d, = 1 is minimax.

In view of a result obtained in [3] it follows that for each N > n+1 the
Sstimator d¥ = (dV, ..., d¥) where

X;+p
da¥ =

n+
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is Bayes with respect to the prior distribution Py of (M, N) in which N is
given and

.F(m,~1+e,~l)‘...'r(m,~k +e|'k)

Py(Mi =m, ..., M;, =m) =K m ...om ! ’
(7) . ‘ )
Py(M;=0,j¢A) =1,
where
N—n
N.
. "N-1
el'j—pl'j N—n
N—n—- nN_1
The Bayes risk is
N-—n ‘
N-1 4
®) r(Py,d%)= - { X PP} — Yo}
\/r—1+ N—n ij=1
N-1
oo —— (Y ey PP — o} =c.
TS =TS

Let d =(d,, ..., d,) be an estimator mentioned in the theorem. From
Lemma 1, and (5), (6) it follows that

R(M,N,d)<c.

Since ) ¢;p’p] is a continuous function of p?, i =1, ..., r, the theorem
ij=1

results from the following lemma well known in the theory of decision

functions [1]:

Lemma 2. Let {d™} be a sequence of Bayes estimators of M/N for the
prior distributions {Py}, let {r(Py, d")} be the corresponding sequence of Bayes
risks defined for a given loss function, and let ¢ be a constant. If r(Py, d")—¢
as N—> oo and d is an estimator such that R(M, N, d) < ¢ for each (M, N)
then d is minimax.

Let X =(X,, ..., X,) be a sample from the multinomial distribution
n! X1 Xr

P(X=x)=P(Xl=xla'--7Xr= r)=x P1 °---"Dr

oex, !
and let d =(d,, ..., d,) be given by (4). From [5] it follows that the sam¢
theorem, as proved above, is true for the estimation of the parameter p
=(py, ..., p,) of the multinomial distribution. Then, in the situatio?
considered here, i.e. when N is unknown and N > n, one can suppose that
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is infinite in order to determine a minimax estimator of the parameter p
= M/N. Then we can apply here some results proved for the multinomial
distribution.

Examples.

(a) Let r = 3. Let the loss function be given by (2) where the matrix C
= |lc;;l| is positive definite. Then a minimax estimator of the parameter M/N,
of the form (4), can be easily determined (see [4]).

(b) Let X =(Xy,..., X155 ---» Xp15---» X)) be a random variable
distributed according to the multivariate hypergeometric distribution with
Parameters M =(M,,, ..., My, ..., M,;, ..., M,;) and N. Let the loss
function be

L(M, N, d) = i c,-(%—d,-)+ Zr: i c,-j(%—d,-j)
i=1

i=1 j=1

Where M;= Y M,; (i=1,...,7), d;, d; are estimates of M;/N, M;/N
i=1

respectively, ¢; >0, ¢;; >0 for i=1,...,r, j=1,..., 5. Then there always
€xists a minimax estimator d = (d, ..., dlsl, ey pgy onny d,s’) of M/N of the
form

a,0) = Xuctbyn
n+ﬁ

With g,>0, ¥ Y B;=1 (see [4]). In [4] is given a method how to
i=1 j=1
determine the constants Bij-

(c) In the case when X = (X, ..., X,), M =(M,, ..., M,) and the loss
function is given by

r . 2
L(M, N, d) = ‘)_j Ci (%—di) ,

;i = 0, the constants f; in the minimax estimator (4) can be determined as
ollows:

Without loss of generality we may assume ¢; > ¢, >...>¢, 2 0. Let r,
the greatest index i for which ¢; # 0 and let

S 1 s-2 L-2
L=max[ssro: Y —> ], S = .

s J=ch Cs
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Then

g = %(1 —ci), when i < L,

0, when i > L,

if c; >0 and B; =1/2 if only ¢; > 0 (see [3]).
In the special case r = 2 the estimator

d(X)=M@
n+\/;

is a minimax estimator of the parameter M/N of the hypergeometric

distribution
Pex=0=() ()G
X n—x n
when M and N > n are unknown and the loss function is quadratic

LM, N, d) = (%—d)z.

This last result is probably known but we could not find the references.

For other results concerning the multinomial distribution, which can be
applied here, see [2].
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