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QUEUEING SYSTEMS
WITH MIXED INPUT STREAM AND FEEDBACK

0. Introduction. Consider the queueing system (M,GI)/M /oo with
feedback between the intensities of the input, stream and service, and the
number of units being in the system. The input stream in this system is a
mixture of two streams: a Poissonian stream with momentary intensity 4,
(n =0,1,...) provided n units are in the system, and a GI (Palm) stream
with interarrival distribution H (x) and expected value

1 (o o]
= =f wdH (z) < oo.
a
0
Let us assume that the GI-stream is a batched one in which
Pn; 1=0,1,...,Xp,; =1, n =0,1,...) denotes the probability of
7=0

j arrivals in one batch if » units are in the system. Let u, (n =1,2,...)
denote the momentary service intensity in all service channels provided
n units are in the system at that moment. Special cases of this system
have been considered in Young [10] by the method of some approxima-
tions, in. Ryba [7] and [8] by the method of extended Markov processes,
and in Kueczura [5] and [6] by the method of piecewise Markov processes.

Generally, the mixed input stream is not a GI-stream except when
both mixed streams are Poissonian. Thus the process n(t), defined as
the number of units in the system at a moment ¢, is not Markovian with
exception of the previously mentioned case. The considered system can,
however, be analyzed by the method of imbedded Markov chains. Let
{8,} be the sequence of arrivals in the GI-stream. Then the sequence
{n(8,—0)} is an imbedded Markov chain.

Let us notice that the method of imbedded Markov chains gives
the characteristics of the process n(f) in selected moments only, thus,
the interesting characteristics of the process n(t) in continuous time can
be obtained by the additional effort. The stationary probability distri-
butions of the states of the system immediately before arrival moments
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of the units can be used to find the characteristics of special cases of
waiting time. Thus, the investigation of probability distributions of the
state of some imbedded Markov chains has some value also in these cases
where the probability distribution of the states of the system in continuous
time is known. '

1. General results. Assume that the process n(?) is stationary and
let us write

P(n) = Pr(n(t.) =n), P (n)=Pr(n(8,—0)=mn), n=0,1,..

The following theorem deals with the relations between probabilities.
{P(n)} and {P~(n)} by the method of extended Markov processes (see,
for comparison, [3] and [4]):

THEOREM 1. Consider the system (M, GI)/M |oo with feedback between
the intensities of input stream and service, and the number of units being
in the system. If H(0+) = 0, then the probabilities {P(n)} and {P~ (n)},
provided they exist, are related by the expressions
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where the empty product is 1, o, = A fuy, 1y, 7 =0,1, ... (if ppy = 00,
then o, = 0), and

Te,m =2pk,m+i7 kym=0,1,...
=1

Proof. Let X(t) denote the time to the nearest arrival in the GI
input stream. The stochastic process (n(t), X (t)) is Markovian. If it is
stationary, then an analysis of the states of the system at the moments
t+h (h > 0) and ¢ leads us to the following difference equations (see, for
comparison, Gnedenko and Kovalenko [1]):

P(n; ) =Pr(n(t) =n, X(t) < 2)
= (1— 2, h—pu,h)[P(n; x+h)—P(n; h)]+
+ D Pi5 WPy iH(@+ 6h)+ A, h[P(n—1; o+h)—P(n—1; h)]+

+ o h[P(n+15 £+ h)—P(n+1; h)]+o(h),
0<0<1,n=0,1,... (P(—1; %) =0,u,=0,4_, =0).
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An appropriate transformation and taking limits with h — 0 lead us to
(2)  P'(n; )—P'(n; 0)— (A, +p,)P(n; @)+ D P'(i; 0)p, H(®)+
i=0

+ g P(n—1; )+ pp P(r+1; 2) =0, n=0,1,...

If x — co holds, then P(n; ) —P(n) and P’'(n; x) - 0. Taking the
limit as x —oo0, we obtain from (2)

+2Pi,n—ipl(’5§ 0) =0, =»=0,1,...
1=0
For the stationary GI (Palm) stream, we have
[o] x
P(2) =Pr(X()<a) = ) P(n; 2) = a [ (1—H(u)du,
n=0 0
whence
, .1
P(n; 0) =lim—P(n; h)
h—so b
1
=limiPr(X(t)< RPr(n(t) =n | X(H)<h)=aP (n), n=0,1,...
h>0
From this and from (3), equality (1) follows. This completes the proof
of Theorem 1.

COROLLARY 1. If in the (M,GI)/M[oco system defined in Theorem 1
the GI imput stream is simple, i.e. if

1, =1,
Pri = 0, i#1,
then
1, 1=k,
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COROLLARY 2. If in the (M,GI)/M|N system with losses the GI input
stream s simple and

ku, k=1,2,...,N,
o, k=N+1,N+2,...,
=4, k=0,1,...,

Mr =

then
a o= 2! o"
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where o = A/u (see [8]).

COROLLARY 3. If in the (M,GI)/M |1 system (without feedback) the
GI arrival stream is baiched, t.e. if A = A, wp,, = u, Pr; = p; with
k,j=0,1,..., then

n—1 d
= D M Pk = P —¢"P(0), m=1,2, ...,
H =0 k=0

POy =(1- Q)[l - %22}1 " ;ri—kp— (k)],

where

T = Pmiis m=0,1,...
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2. Repairman problem with priorities. In Takacs’ machine repair
system (see Takécs [9]), the idle time periods of the repairman can be
used for service of additional units. Assume that in the considered system
the machines have preemptive priority over the additional units; the unit
whose service has been interrupted by a machine failure rejoins the queue.
In such a system the additional units do not influence the machine repair
process and service of additional units can be done in the time intervals
in which all machines are working.

Let in Takécs’ machine repair system there are N 41 machines and
let 4 denote the failure intensity. Let », be the momentary input intensity
of additional units provided n units are in the system at that moment.
Consider the state of the process n(t), defined as the number of additional
units in the system. It is convenient to investigate this process in the
modified time ¢', i.e. during the time of all machines being working. The
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time intervals in which the repairman is busy with servicing machines
are contracted to points; this transformation gives also the batch arrival
of additional units which, really, have arrived during the repairman’s
busy period. In the modified time #’, the input stream of additional units
is a batched Poisson stream with feedback between the arrival intensity
and the number of units being in the system.

Let p,; (n,j =0,1,...) denote the probability of j arrivals in one
batch, e.g. in the repairman busy period with servicing machines under
the condition that » units are in the system on the beginning of that
period. The intensity of non-empty batches in the input stream is equal
to v, 4+ (1 —Pys ) (N +1)2 and the distribution of the number units in one
batch is given by the formula

”n+pn,1(N+ 1)2
N l ¥+ (1= P o) (N +1) 4
Do, i(N+1)2
Vot (1—Duo)(N+1)2’

Pui =
l 1 =2,3,..

Let u, be the momentary intensity of service of additional units
provided n units are in the system. In our assumptions the system of
additional units in the modified time ¢’ is an. M /M [1 system with batched
input stream and feedback of the intensities of input stream and service,
and the state of the system. This system can be analyzed by Markov
processes in the usual way. In the case of system without feedback, e.g.
v, =v and p,,, = p,, » =0,1,..., the problem has been considered
by Jankiewicz [2].

3. Cyclic system of additional umits. Assume that we have M addi-
tional units which work, break down and are repaired in Takécs’ machine
repair system. Let the working time of those units be exponentially distri-
buted with parameter » and let the service time be exponentially distrib-
uted with parameter u,. By these assumptions the input stream of addition-
al units is Poissonian with momentary intensity », = (M —n)y,n =0, 1,
..., M, provided » additional units are in the system at that moment.
To give a complete description of the system we find the probability
distributions {p, ;}, » = 0,1, ... Of course, the probability of j arrivals
in one batch (during the repairman’s busy period with servicing machines),
under the condition that » units are in the system, is given by the
formula

[o¢]

Pnji = f
0

(Mj_”)<1—e—")"e—""M'"—"’dGN(w),
j=0,1,....,.M—n, n=0,1,_.., M,

2 — Zastosow. Matem. 14.2
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with
M—-n
D Pui=1, mn=0,1,..., M,
j=0

where G () denotes the distribution function of the busy period in Takies’
machine repair system (see [9]).

On the basis of the above-given observations we can state the following
simple result:

THEOREM 2. Consider the repair system with cyclic additional units.
The stationary probabilities {P~(n)} of the number of additional units im-
mediately before the beginnings of the repairman’s busy periods satisfy the
system of equations

n—1i—1 v
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where the probabilities {P(n)} satisfy the system of equations
—(M —n)vP(n)+ g P(n+1)— (N +1)4 D1y 0 1P (k) =0,
k=0

n=20,1,..., M—1,

with
M
D P(n) =1,
n=0
where

M-k
Tem = D Pimyjy Mm=0,1,... M~k k=0,1,..., M.
j=1
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SYSTEMY OBSLUGI MASOWE)
Z MIESZANKA STRUMIENI ZGLOSZEK I SPRZEZENIEM ZWROTNYM

STRESZCZENIE

W pracy rozwaza si¢ systemy obslugi masowej, w ktérych strumien zgloszen
jest mieszanksg dwoéch strumieni: poissonowskiego 1 grupowege strumienia Palma.
Zaklada sie, ze intensywnosdci strumienia zgloszen i obslugi zalezg od stanu systemu.
Gléwny rezultat polega na znalezieniu relacji miedzy rozkladami prawdopodobienistwa
stanu systemu w ciaglym czasie i wlozonego lancucha Markowa, zdefiniowanego
w chwilach sygnaléw strumienia Palma. Rezultaty zastosowano do analizy problemu
konserwatora z priorytetem bezwzglednym.



