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MINIMAX PREDICTION OF A SAMPLE DISTRIBUTION FUNCTION

1. Let us suppose that the random variable X, is distributed accord-

ing t0 an unknown distribution function F (x). We choose two independent
Tandom samples from F,

-X=(.X1’X2,-.-,Xm) aJnd Y=(Y1, Yz,---’yn),

but only the values of the first sample are known. In the paper the. prob-
lem of minimax prediction of the sample distribution function in the
Second sample from the values of the first sample is considered.

2. Let ﬁ‘(t) be the sample distribution function in the second sample,

Where
1 if Y,<¢,

Op.(1) =
nl) =1y i Y, > t.

Let @(t) = @ (t, X) be a predictor of F(t). Let us suppose that the
088 connected with the estimate & (t) is of the form

o

LF,®) = [ (F@t)—o)PdW (@),

— 00

Where W defines a non-zero finite measure on the o-field B of Borel sets

ff)n the straight line B. The risk connected with the predictor @ takes the
orm ~

(1) E(F, @) = B, [L(F, )] = [ Bp(F(t)—d@))aw (1),

Where Ep(-) is the operator of the expected value.
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3. We now prove
THEOREM 1. Let @,(t) be a predictor of the form

2) Dy(t) = a+ D 'b;0x, ()

i=1

The risk R(F, @,) is independent of F (t) if and only if

2 D= Suf +3 =0,

i=1

(4) 20 = 1—Zbi.
i=1

Proof. We have

6) R(F,0) = f Ep{F (1) — B, ()W (1)

( 2 Sy, (f)—a — 2 b, 6X{(t))2 aw (t)

i=1

iy
= fEF(l Z(ayi(t F(t))—Zbi(gx‘(t) F(t))—a+

i=1 je=l

+ (1 — i bi) F(t))2 aw (3)

t=2l
o0

1 . .
=_i (nF( J1—F(t )—l-;bﬁ'(t)(l () + a2+

m m

+ (1 — 2 b,.)2 () —2a (1 — Z ) F(t)) aw (1),

i=1 i=1
since

Ep(0x,(t) = E(dr,(t) = F(2),
Ep(dx;(t) =F (1) = Ep(dg,(t) —F () = F(2) 1—F(2)).

The risk R(F, @,) is independent of F(¢) if and only if the coefficients
of F?(t) and F(t) on the right-hand side of formula (5) are equal to zero,
which leads to equations (3) and (4). Thus Theorem 1 is proved.

In this case the risk R(F, @,) is of the form

(6) R(F, ®,) = a2 fm dw (1)
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Let us suppose now that b, =b (i =1,2,...,m). Equations (2)
and (3) take now the form

(7) mbz—(l—mb)2+-;- =0,

(8) 26 = 1 —mb.
Assume that 0 < @, () < 1. It leads to the condition
(9) 0<at+mb<<l.

. The only solution of equations (7) and (8) satisfying condition (9)
13 the following:

1—1/1/m+1/n—1/mn

o) if m>1,
b=
n—1
2 ftm=1,
(10) "
ml/llm+1/n—1/mn —1 ]
if
i —1) m>1,
A =
ntl if m =1,
. 4n

We now prove that the predictor

Bo(t) = a+b D bx,(0),

i=1
Where the constants ¢ and b are defined by (10), is a minimax predictor.

. 4. The considered problem of finding & minimax predictor of the

dmple distribution function we can view as the problem of determining
o Optimal strategy in a game against nature. The nature chooses a dis-

pabutmn fun.ction F(t), the statistician chooses a predictor @(¢), the

miie(:lﬁ functlf)n is given by (1). Let us define now the sequence {r,} of

in ¢ Strategies for nature (a priori distributions of F') which will be used

he proof of optimality of the strategy @, (t).

. We define the 4 priori distribution 7, in the following manner. We

00se the parameter p according to the f-distribution with density

(1) o) = o5 2P O<p<),

2
Zastosow. Matem. 16.2



170 8. Trybula

where

B(a,p) = [2" (1 —a)’do

and then, for the given p, we choose the distribution function F(¢) of the
form
0 if i< -k,

(12) F)=1p i —k<t<kFk,
1 if t>F.

For the a priors distribution 7, defined in such a manner the expected

risk takes the form

(13) 7(14y ®) = B, [R(f, )] = B, Bp[L(F, 9)]

= [ B, Eg{F(t)—d1)aW(1).

Let us consider the problem of determining the minimum of the
functional r(7;, @), The expected risk r(t),, @) attains its minimum if
for each ¢t we choose @(t) so that

(14) B, Ex(F (1) — O(1))
attains its minimum. But
(15) Ep(F (1) — (1)) = Bp(F(2) —F (1)) +Bp(F (1) — B(1))".

The first component on the right-hand side of (15) is independent
of @(t). Thus expression (14) attains its minimum if the function

0(Tpy @) = B, By (F(t)— D(1))?

attains its minimum.
The following theorem was proved by Phadia [2] who considered
the problem of minimax estimation of the distribution function F(i).

THEOREM 2. Let X, X,, ..., X,, be a random sample from the unknown
distribution function F and let =, be the a priori distribution function defined
on the set of distribution functions and given by (11) and (12). Then

af
(@B at Bt (atfrim) -

where 1 4 (1) denotes the characteristic function of the set A.

It follows from (13), (14), and (15) that in order to determine the
minimum of 7 (7, D) it is necessary to find the value of the functional

o(t) = B, Ep(F()—F (1))

mgn 0¢(Tyy D) = =k (1)
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But

(16) BplF()—F () = EF(%Z(ayim—F(t))) -

i=1

Then, by the definition of the a priori distribution 7, and by (16), for
—k<t<k we have

F)(1-F()
n

(17 R S
) W) = gy | e
_ B(a+1,8+1) _ aff
nB(a, B) n(a+pg)(a+p+1)

ang
(18) 0f(te) =0 if < —Fk and v > k.

Equations (17) and (18) can be rewritten in the form
(19) o (1) = d (—k,k)(?)-

n(@i B atB+D)

. It follows from (19) and Theorem 2 that for the @ priori distribution
given by (11) and (12) the Bayes risk is given according to the formula

(20) minr (z,, @) = f (min gy (7, B) + g4 (3)) AW ()

_ af(a+p+m-+n) 1, 40 AW ().
n(a+p)(a+p+1)(a+p+m) J TF

3. In this section we prove that &,(t) is a minimax predictor. For
Purpose we introduce the notion of a Bayes predictor.
a Letf Q be. the set of all distribution functions on R and let = be the
ri ]P;mcm, distribution on Q. The predictor &,(t) for which the expected
X 7(v, @) attains its minimum is a Bayes predictor.
well cl[::le fOHf)Wing lemma which we formulate in a form useful for us is
OWD 1n the theory of decision functions.

. LEMA Let {®,(t)} be a sequence of Bayes predictors of F(t) for the
apmw’: dzstri.butions Ty, let {r(z, )} be the corresponding sequence of
R gej r18ks defined for a given loss function, and let ¢ be a constant. If r(vy, Dy)
$k— oo and @ is a predictor such that R(F, ®) < ¢ for each F € L,

t . . .
hen @ is 6 minimag predictor.

. i'l:iHEOREM 3. Let X =(X,,X,,...,X,) and ¥ =(¥y, Y5, ..., ¥,)
let 1? ependent random samples from an unknown distribution F on R,
(2) be the sample distribution function in the second sample, and let ©

thig
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be the set of all predictors @(t) = P(t, X) of F(t). If the loss function is of
the form

oo

LF,®) = [ (F)—o@fdW(),

—00

where W is a non-zero finite measure on (R, B), then the minimax predictor
Dy (t) takes the form

Bo(t) = a+b ) 6x,(1),

where the constants & and b are defined by (10).

Proof. Since equation (6) holds for the predictor @,(t), by the Lemma
it is sufficient to prove that there exist constants a and g in (11) such that

(21) limr(r, &) =a? [ dW (),

k—oo

where a is given by (10). But by (20) we have

af(a+B+m-+n) >
(32) (o ) = fll_k'k)(t)dW(t).
Suppose that n > 1 and let
o, & m—{—l/mna;
i S TCR T

where # = m+n—1. The coefficient of the integral in equation (22)
reduces to the form

_ aQatmtm) (m + Vmnz) (na + Vmna)
20(2a+1)(2a+m)  dn(z+ Vmna) (mn - Vmnz)

(VW-n

2n(m—1)

2
(n—l—l) = a2 if m =1.

2

- = @2 if m>1
_l(m—l—l/mnw)z ) ’
_Z‘_“ —

mm,-i-l/w

4n

Then for » > 1 condition (21) holds and D, (t) is & minimax predictor-

Let n = 1. In this case, according to (10), the predictor P,(t) is
independent of X. Let us define the a priori distribution z, as follows-
We choose, with probability 1, the distribution function

0 ift< —Fk,
1 i —k<i<F,
1 ift>k.

F(t) =
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For the a priori distribution defined in such a manner the Bayes
Predictor @, (t) = F(t) and the Bayes risk takes the form

P @) = [ BelBO)—POPAWEW = 7 [ 1ean®aW ()

— a? f Ln (AW (2).

Condition (21) is fulfilled also in this case, which completes the proof
of the theorem.

6. If we suppose that the measure W (t) is concentrated at one point,
8ay %5, then the considered problem reduces to the problem of determin-
g the minimax predictor of the random variable Y /n from the values
of X/m, where X and Y have binomial distributions with parameters

™,P;n, p, respectively, and p = F(t,). This problem was solved by
Hodges and Lehmann in [1].

If n-> oo, then & ->1/(m-Vm), b—>1/2(Ym-+1) and in the limit

the .predictor D, (1) is identical with the minimax estimate of the distri-
bution function F(t) for the loss function

L(F', &) = f (F(t)— D (1)) AW (2).

_ T.his estimate was found by Phadia in [2]. In this paper we applied
@ Similar method and some of his results.
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S. TRYBULA (Wroclaw)

MINIMAKSOWA PROGNOZA DYSTRYBUANTY EMPIRYCZNE]

STRESZCZENIE

Zalézmy, ze cecha X, populacji generalnej jest zmienna losows o nie znanej
nam dystrybuancie F(x). Z populacji tej wybieramy dwie niezalezne préby proste

= (X,, X,, ..., Xp,) oraz ¥ = (¥y, ¥y ..., ¥y), lecz tylko wartosei z pierwszej
proby 83 nam znane. Niech F(t) bedzie dystrybuantg empu‘ycznq w drugiej prébie.
W pracy rozpatrzono problem minimaksowe] prognozy statystykl F(t) na podstawie
wartosdci z pierwszej préby, gdy funkeja straty L(F @), zwigzana z ocena D (t) = D (I, X)
funkeji FA', jest postaci

L(F,®) = [ (Ft)—o®)2aW (1),

gdzie W (1) jest niezerows skonczong miara na o-ciele zbior6w borelowskich na prostej.
Niech

_ 1, gdy X;<t,
lO gdy X;>t.

W pracy udowodniono, ze mlnlmaksoévy predyktor statystyki F(t) jest postaci

m
Do(t) = a+b Y ox, (1),
i=1

gdzie stale a i b okreslone 83 wzorem (10).



