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S. TRYBULA (Wroclaw)

ON THE PARADOX OF THREE RANDOM VARIABLES

'This paper is concerned with three random variables X, ¥, Z and
the numbers &, 77, { where § = P(X < YY),y =P(Y <Z),{ =P(Z < X).
Most of the theorems contained in this paper were published (without
proofs) in our preliminary note [1], and are the result of my collaboration
with Professor H. Steinhaus, who has suggested the problems solved
here, and has foreseen many of the solutions. o

Problems solved here have arisen in practice. Suppose that in
& testing laboratory iron bars of the same size and shape are.compared
with regard to resistance. Two bars are compared as follows: the edges
of the bars are held by a frame in sueh a manner that we can apply the
Same force by turning & screw. The screw is turned until one of the bars
breaks. Let # and y denote the breaking strengths of the first and the
Second bar, respectively. The experiment enables us to compare x and y.

Denote by X and Y the resistances of bars belonging to factories I
and II, respectively; X and Y are random variables and we can speak
about the probability P(X < Y). The bars from factory I are worse than
the bars from II if P(X < ¥) > 4. If we have three factories I, IT, III
It can happen that the bars of I are worse than the bars of IT, the bars
of IT are worse than those of IIT, and the bars of III are worse than thoge
of T when compared pairwise statistically by random sampling. '

The title of the present paper refers to the phenomena deseribed
above. It may be formulated in terms of probability theory as follows:
If we have three independent random variables X y Y,Z then
P(X < Y) > } and P(Y < Z) > } does not imply P(X < Z) > }. That
this iy true can be seen from the following example: P(X = 1) = p,
PX=4)=1—9p, P(Y=2)=1, P(Z="0)=1—p, P(Z=3)=p. If
X, Y,Z are independent we have & = p, = p, { — 1—p2 If we put
4 =%(l/5_—1), then é=#n={¢ =§(l/g—1) =0-618...,and we have a paradox.
But, for example, we cannot have & = y = ¢ = 1 for any triplet X, ¥, Z.
Thus we have the following problem: Give the necessary and sufficient
tondition in order that for a triplet of numbers &, v, ¢ there exist three
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322 S. Trybutla

independent random wvariables X, ¥Y,Z such that P(X < ¥) = §,
P(Y<Z)=n, P(Z<X)=_L.

We shall now assume that the random variables X, Y and Z are
discrete and can assume a finite number of values. Later in the paper
this assumption will be dropped. In order to avoid trivial complications,
we also suppose that P(X =Y)=P(Y =2Z)=P(Z=X)=0. We
are going to define the class 2 of triplets (X, ¥, Z) in the following manner:
A triplet (X, Y,Z)eX if there exist 5 numbers @ <Y1 <2 <@ < Yo
such that

P(X =a)+P(X =u,) =1,
P(Y =y)+P(Y =y,) =1,
P(Z=2)=1.

LeEMMA 1. For each triplet (X, Y, Z) of independent random variables.
satisfying the above assumptions there ewists a triplet (X,, Y,,Z,) such
that at least one of the triplets (Xy, ¥,,2Z,), (¥,,2,, X,), (Z,, X, X)
belongs to class 2 and P(X, < Y,)>P(X <Y), P(Y, <Zl)>P(Y<Z),
P(Z, < X)) =P(Z < X).

Proof. Let oz, < ... < Ty Y1 <.+ <Ynyy 21 < ... <2, be values
of the random va,rla,bles X, Y Z respectlvely If we admlt that some of
the numbers P(X = %), P(Y =1y, P(Z = zk) can be equal to 0, then,
without loss of generality, we can suppose that #n, = n, = ny = n and

(1) By < <5H <Y <2 <...<B <Yy <2y

Let ¢, (¢ =1,...,3n) denote the i-th element of sequence (1) Put
k, < 1,. Let #; denote the maximal element of the sequence {t,} (j=0,1,
., 3n) such that at least one of the probabilities

(2) P(X<ty), P(Y<t), PEZ<t)

is equal to 0. Define three new independent random variables (X', X', Z')
in the following manner: P(X’ =t;) = P(X =1,), P(Y' =t1,) = P(¥ =1,),
P(Z' =t;) =P(Z =1,;) for i > k. Furthermore, if & > 0 and P(X <t;) =0,
put P(Y’ = 1)) = P(Y <t), P(Z =4) = P(Z <#). When k> 0 and
P(X<4)#0 but P(Y<t) =0, we put P(Z' =1t,) = P(Z <t),
P(X' =1) = P(X <%). In the last case put P(X’ =) = P(X < 1),
P(Y' =1) =P(Y <t). It is easy to verify that in all cases

(3) PX'<Y)>P(X<T¥), P(Y<Z)>PY<%),

P(Z < X') > P(Z < X);
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and, furthermore, the random variables X, Y,Z have the following
property: There exists a sequence of numbers

Bl <Yy < By < Wy < Yy < e L oy, < Ty < Y
(4) or Y <& < <Y < B < Wy < e < Y < 2y < 2y
Or @ <Y <& <& <Yy <% <...<Fp<Yn<2n
such that
m m m
(5) DPX =)= D P(Y =)= D P(Z =¢) =1

in i=1 i=1

and
(6) PX =mz)>0, PY =9)>0, P(Z =z)>0.

Without logs of generality we can assume that the first of the three cases
formulated in (4) occurs. If m = 1, the lemma is proved. If m > 1, let
(0 PX =da)=m, PY=9)=g P&Z=2)=r

and "

- 191+ (D1 Pa) Qe _ ¢171+ (g1 Qa) 72
(p1+P2) (41 €a) ’ (g, qg)(7'1+”a) ’

T1Ds

R = .
(r1+72) (P1+ P2)
Formulae (6), (7), (8) imply
{9) 0<P<1, 0<@Q<1l, O0<KR<1.

(8)

We shall prove that at least one of the following two cases must ocour
(10) P<1-QR, @ <1-—PR.

Pug P = p/(p1+Da)y 9= @/(@1+ Q) 7 = 7 /(r1+7s). Inequalities (10)
become

A1) (p—1)g < rlp—1)@—r+¢r), (g—1)r <r(Pp—1){1—g+pg).

Br=0orp = 1 alternative (10) holds trivially. Suppose then that
¥ #0, p # 1. Inequalities (11) then beeome

r 1

q = [ —

2—-p°

>
9/1_*_,',’»

Sinee r/(1+4+7) < 3, 1/(2—p) > } one of the inequalities in (10) must
oceur. - »
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Suppose that the first inequality oceurs. Define the random variables
X", Y", Z" as follows: X", Y",Z" are independent with
P(X" =) = P(X' =),
P(Y' =y)=P(¥Y =vy;), for 4>2
P(Z" =) =P(Z = %),
and, furthermore,
P(X" =) = (p1+p)(1—R), P(Y' =y) = (2+¢)(1—Q),
P(X" =) = (p1+ps) B, P(Z" =) =147,
P(Y" =) = (6 + )9,
From ineqna,liﬁies (6) va.nd (9) we have
(12) P(X"=ua)>0, P(Y’'=49))>0, PZ" =4)>0.
Furthermore, from the definition of the variables X', Y/, Z"’ and the
inequality P <1—QR we obtain
P(X" < Y")—PX' < Y') = (p1+p2) (1 + ¢:) (1—QR—P) > 0,
(13) P(Y" <2")—P(Y' <Z) =0,
P(Z" < X")—P(Z < X) =0,
Hence if m = 2, the lemma is proved. If m > 2, we put P(X"" = z,)
=P(X" =m)+P(X" =), P(Y" =y;)=P(Y" =y)+P(XY" =yj),
P(X" =a) =P(X" =), P(Y" =y;)=P(Y" =y;) for i+#23;
P(Z" =#)=P(Z" =¢)fori=1,2,...., m For the random variables
X", YY", Z'" the eondij:ion defined by formulae (4), (8), (6) holds, and
PX" <Y")Z>P(X" <Y')2P(X<Y),
(14) P(Y" <Z") >P(Y' <Z") >P(Y <Z),
P(Z" <X'")ZPZ" <X")>P(Z< X).

Suppose mow that P > 1—QR. Then, by (10), Q <1—PR and
R > 0. If in this case we put

P(X" =) = pi+Ppay P(Z"" = z) = (r;+75) R,
(8) P(Y"" =u)) = (0:+¢)(1-P), P(Z" = %) = (r1+r)(1—R),
P(Y" =9y,;) = (2 + 92) P,



The paradox of three random variables 325

then from the definition of the variables X', ¥/, Z"", and the assump-
tion @ <1 —PR we obtain

_P(.X,“ < YIII) Z_P(X < Y), ' P('Y/It <Z’III) ,>/P(Y <Z),

(16)
P(ZIII < XIII) > P(Z < X).

Construetion (15) allows us to eliminate the value x,. Furthermore,

agsuming B > 0 and from formulae (6) and (9) we have

P(Z" =4)>0, PX"=u)>0, P(X"=y;)>0.

It is also in this case that the random variables X, Y,Z satisfy the
condition defined by (4), (5), (6).

Then in both eases of (10) the variables X'", ¥, Z"’ satisfy the
restrictions imposed on X’, Y’,Z’, and the method described above
permits us to put at least P(X""" = ;) = 0. For the variables X', ¥'”,
Z'" one may apply an analogous method as for X', Y’, Z', repeating this
Procedure until we obtain a triplet (X,, Y,, Z,) such that one of its per-
mutations belongs to X. From inequalities (14) and (16) we see that the
triplet (X,, ¥,,Z,) will satisfy the inequalities formulated in the lemma.

We are going to formulate lemma 2 which permits us to generalize
lemma 1 for the triplets (X, ¥,Z) of independent random variables
Wwith non-arbitrary distributions.

LeEMMA 2. For each triplet (X, Y, Z) of the independent random varia-
bles and for each &> 0 there exist three independent discrete random
variables X,, Y,, Z, assuming a finite number of values and such that

P(X < X)-P(X, < Y,)| <& [PY <Z)—P(Y, <Z)| <e¢,
\P(Z < X)—P(Z, < X,)| < e.

The proof of this elementary lemma is omitted.

COROLLARY. For each triplet (X, Y, Z) of independent random varia-
bles there exists a triplet (X,, Y,,Z,) of independent variables such that
at least one of the triplets (X,, ¥,,2Z,), (Y1, Z;, X,1), (Z1, X1, X;) belongs
o I and

P(X,<Y)>PIX<Y), PY,<Z)=>PY<Z),

(17) ,
’ P(Z, < X,) > P(Z < X).

The proof of this corollary is a simple consequence of lemmata 1
dnd 2 and the fact that for each triplet (X, Y, Z) of independent random
Variables there exists a triplet (X, ¥,Z) of mdependent variables satis-
tying the condition P(X = Y¥) = P(Y = Z) = P(Z = X) = 0, and such
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that P(X<Y)=2P(X<Y), P(Y<Z)=2P(Y<Z), PZ<X)>
> P(Z < X).
Denote by a(£, %) the function defined in the following manner:

: 1—¢ 1—9 )
bl P £ 1,
(18) a(s,n)=lmx( n | E wfp v Eig=
1 for &4+ <1

0<E<T, 0< <),

%
THEOREM 1. In order that for every triplet (§,7,C) (0 < &,9,¢ < 1)
there exist three independent random variables X, Y, Z such that

(19) PX=Y)=P(Y=2)=P(Z=X) =0,
#l is mecessary and sufficient that /
(20) 1—a(l—-§,1—9) << a(é,n).

Proof. (a) We shall first prove that condition (20) is necessary.
We are going to demonstrate that if a triplet (X, ¥, Z) or some ecyelic
permutation (¥, Z, X), (Z,X, Y) belongs to the class X then the
inequality { < a(&, ») holds.

If (X,Y,Z)e2, then the values of these variables are ordered as
tollows: @, <y, <2 < @ < Y;. We then have

F=1-P(X=2)P(Y=y), n=P(Y=yw), (=P(X=a,).

Hence & = 1—xf. In other cases we have n = 1— &, { = 1— &». Then
the inequality { < a(&, %) holds.

The function a(£,7#) has the following property: If &, > & and
m > e then a(é&, 1) < a(éy, n). For &+n > 1 it is a consequence
of the fact that the functions (1 — &)/%, (1 —9)/&, 1— &y have this property,
and that a(, n) for £+ % > 1 is identical with their maximum. Sinee for
&+ 7 < 1 the inequality { < a(£, ) is trivial, suppose, on the contrary,
that there exists a triplet (X,, Y,,Z,) of independent random variables
such that P(X, < ¥,) = &, P(¥Y, < Z,) = o, P(%, < X,) = Loy S0t
> 1 and £, > a(&, 7). From the corollary to lemma 2 we know that
there exists a triplet (X,, ¥,,Z,) such that some of its permutations
belong to X, and &, > &, 7, = 9, £, = L. But for such triplets we have
proved &, < a(é,, ;). We then have {, < §; < a(&,, 1,) < a(&, 1), Wwhich
contradicts the assumption {, > a(&, 7)-

We shall prove the left-hand side of formula (20) as follows: Put
X0 = —X, Y9 = —Y, Z9 = —Z and use assumption (19). Then
80 =1—¢ 59 =1—9 (© =1—¢ From the result concermng the
rlght hand side of (20) it follows that

1—¢ =09 < a(é?,99) = a(1—&,1—7).
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Proving the inequality ¢ < a(§, n) we did not use assumption (19)
Thls circumstance will be used in the sequel.

“(b) Bufficiency. We are going to prove that for every triplet of
numbers (&, 7, {) satisfying condition (20) there exists a triplet (X, Y, Z)
such that P(X < ¥) = &, P(Y <Z)=nP(Z<X)="{and P(X =7)
=P(Y=2)=P(Z=X)=0.

Denote by 8 a surface defined as follows: S is composed of the
surface given by equation { = a(&,n) and of the planes & =0 for
N+<1, 720, >0and =0 for &+¢ <1, £>0, {>0. Denote
by D the space defmed by (20). The surface S has the following property.
If there is a point (£, 7, {)eD, then there exists a point (%, o, w)e8 and
a constant 0 << 4 <1 such tha,t

E=dut+(1—A(A—u), 9 =Aiv+(1—A)(1—0),
¢ = lw-+(1—2)(1—w).

(21)

We shall prove first that if the point (&, 4, {)eS then there exists
a corresponding triplet (X, Y,Z) of independent random variables.
Put P(X=1)=1, PZ=—1)=1, P(¥Y=-2)=y P(Y=0)
=1—¢—yn P(Y=2=¢ Then P(X<Y)=¢ P(Y<Z) =y,
P(Z < X) = 1. Then, if one of the numbers £, 7, ¢ is equal to 1, and the
Sum of the remaining two numbers is not greater than 1, then the desired
triplet (X, Y, Z) can be found. Suppose then that (&, 5, )8 and that
the case considered above does not occur. Then the surface § may be
reduced to the surface given by the equation

y 1— 5’7) (§+9> 1).

?7 o

But in this case a maximum is attained for a triplet (X, Y, Z) such that
Some of its permutations belong to the class X, because in part (a) of the
Proof we showed that for such random variables there are ¢ = (1— £&)/n,
€ = (1—19)/& ¢ = 1— &y respectively; and as it is easy to prove that
for each pair £, » such that 0 < £ <1, 0 <9 <1, é4+9 > 1 we can find
random variables which are members of class . In both cases considered
X, Y,Z satisfy condition (19) and are bounded.

Now suppose that numbers &, 5, ¢ satisfy (20). They may be repre-
Sented in the form (21) where (u, v, w)e8. Consider a triplet of bounded
independent random variables (U V, W) such that P(U < V) = u,
P(V < W)=v P(W<U)=w and P(U V)=P(V=W)=P(W =
= U) = 0. We proved above that such a triplet exists. Let u,, pz, s
denote, respectively, the distributions of U, V, W. Let u{?, uld, y®
denote, respectively, the distributions of 20— U 20 vV, 20— W where
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a constant C is so large that P(U < 0) =P(V < 0) =P(W < () = 1.
Suppose that X, ¥,Z are independent random variables with distri-
butions Au,+ (1— 1),u<°) Appg+ (L —2) O, zy3+(1 ANp? where 1 is
the same as in (21). Then

PX < Y)=12P(U< V)—i—/’l(l——Z)P(U < 20—V)+
+A(Q1—AP20—-U < V)+(1—Ap2P(20—-TU < 2C—V)

= RBu+A1—A)+(1—2)2(1—wu)
= M+ (1—A)(1—u) = &,

P(Y <Z) =+ (1—-2)(1—0) =1,

PZ<X)=dw+(1—A)A—w) =1,

and because P(U =V)=P(V=W)=P(W = U) = 0, we get
PX=Y)=P(Y=2)=P(Z=2X)=0.

This completes the proof
CoroLLARY 1.1. If the random variables X, Y,Z are mdependent
and & = P(X < Y), n -P(Y<Z), C—-—P(Z<X the'n,

< alé,n).

Corollary is a consequence of the remark made at the end of part (a)
of the proof of theorem 1. .

If we omit assumption (19), then the left-hand side of (20) no longer
holds, as can easily be seen for random variables defined as follows:
PX=0=P(Y=0)=P(Z=0)=1.

CoroLLARY 1.2. If the random variables X, Y,Z are indépendent,
and P(X <Y) =P(Y < Z) =P(Z<X), then ;na,xP(X <Y)=3(/5-1).

(X,7,%)

Proof. Since a(§, n) does not increase when £ and # increase, max &
(X,7,2)

ig the largest root of the equation «(é&, &) =&, i.e. of £2+£—1 = 0

Thus we have max & = -}(1/5 --1).
(X,7,2)

COROLLARY 1.3. For each triplet of independent random wvariables
(X, XY,Z) we have

(22) PX<X)+PY<Z)+P(Z < X) <2
Proof. It is sufficient to prove that é+9t+a(f,n) <2.If &+ <
it is trivial. If £4-% > 1 the inequality &4-54a(&, ) <2 follows from

the inequalities &-#-(1— <2, E+n—|—1 nE <2, E+nd-1—
—&n <2
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Later we shall show that the assumption of independence is not
necessary for the above result to be obtained.

COROLLARY 1.4. For each triplet of independent random variables
(X, Y,Z) we have

(23) | PX<Y)P(Y<Z)P(Z<X)< %

The proof is analogous, to the proof of corollary 1.3.

Ag can be seen the independence of X, ¥, Z does not imply that if
PX<Y)> 4% and P(Y <Z)> } then P(X < Z)> }. The situation
does not change if we suppose, in addition, that X, Y, Z have the same
means and variances. Let P(X =1) =P(Y = —1) =i, P(X = —a)
=P(X =a) =1—1, P(Z=—ab) =P(Z=ab) = ¢, P(Z =0) =1—2a.
If we suppose 0 < & < 3(V2—1) and put

Vo—1 _ . _ 2¢—1+Vie—8:15 V2

2 = 2 <3

‘ >1 b e - >1,
@ = ——- —
1—t ’ 1/2a8

then we héWe ‘
BE(X) = B(Y) = E(Z), DX)=D*YX)= D*Z),
PX<Y)y=P(Y<Z)y=PZ<X)y=1—1*> }.

By E (X) ) and D2(X) we have denoted the mean and the variance of X. )
When ¢~ 0, P(X < Y)-> 3(V5—1).

Suppose that X, Y,Z are independent and have, up to an additive
Cconstant, the same dlstmbutlons We now prove -

THEOREM 2. If the random variables X, Y,Z are mdependent and
P(X <t)=F(t), P(Y<it)=F(i—e¢), P(Z< t) = F(t--d), then from
PX<Y)> 3% P(Y<Z) > % we have P(X < Z) > }. :

Proof. X, Y—¢, Z—d have the same distribution. X—Y¢,
XY—Z4d—e¢, Z—X—ad then have the same symmetrical distribution
about 0. Write P(X—Y+4¢ < t) = G(f). We have P(X < Y) = G(¢),
P(Y < Z)=@(d—0¢), P(Z < X) = G(—d). It G(¢)> } and G(d—¢) > },
then & > ¢ > 0. We then obtain P(Z < X) = G(—d) <1—-G(d) <1—
—G(¢) < }, which completes the proof.

In the case when X, Y,Z are not independent the situation is
simpler. Suppose that X = (X,..., X,) is an n-dimensional random
Variable defined on Borel subsets of Euclidean space E,. Denote the
distribution of X by u and let & = P(X{ < X;,), for ¢ =1,...,n—1,
E‘n =P (-Xn < X ) 7
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THEOREM 3. Fach random variable X = (X,,..., X,) satisfies the

condition
R

(24) | D & <n—1.

. i=1

Proof. Denote by d(xy, ..., ,) a function in H, defined as follows:
(®yy ..., @,) = k if exactly % of the following n inequalities are satisfied :

By < Bgy Bg < Tgy vovy Tpoy < Ty By < 5.

It is obvious that é <n—1 and f ddu = 2& Since Ef du = 1, we have

i=1
the inequality (24).
We state without proof the following corollaries: ,
COROLLARY 3.1. For each random variable X = (X,,..., X,) such

that P(X, = X,;)=P(X,=X;)=...=P(X,_, =X,) =P(X, =X,
= 0 we have
»
& =1
i=l :
COROLLARY 3.2. FHach m'ndom variable X = (X,,..., X,) satisfies

the condition

‘ n—1
5152"'En<( )
n
By the result of this paper we can explain the paradox of three

players known especially among chess-players. We shall say that
player I is better than player II if he wins more than matches he loges
against II. In practice we often observe the phenomenon that player I
is better than II, player II is better than IIT and player III is better
than I. It may be explained in the following manner: Suppose that the
strength of the play of each player is a random variable and that a player
A wins against his opponent B if the strength of the play of 4 is higher
than that of B. Then the problem reduces to the problem of the existence
of three mdependent random variables X, Y, Z such that P(X > ¥) > %,
P(Y >Z)> }, P(Z> X)>} By the results of the paper there are
many ‘triplets (X, Y, Z) satisfying the above conditions.
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8. TRYBULA (Wroclaw)
O PARADOKSIE TRZECH ZMIENNYCH LOSOWYCH

STRESZCZENIE

W pracy podane s3 dowody twierdzen sformulowanych w pracy 1] oraz pewne
uogélnienia zawartych tam rezultatéw. Gléwnym wynikiem pracy jest odpowieds
ha pytanie postawione przez H. Steinhausa: Dla jakich tréjek liczb rzeczywistych
€, 7, istnieja trzy niezaleine zmienne losowe X, ¥, Z takie, ze

(1) PX<Y)=¢ PYX<Z)=9n PZ<X) ==t
OdpowiedZ ta brzmi nastepujaco: Oznaczmy
1—¢ 1—9

max(l——é’n, T, ——-—), gdy §+n> 1,

a(é,n) = &

) g&y Et+n<1

0< &<, 0<n<1). Tréjka X, Y, Z niezaleznych zmiennych losowych spet-
niajacych warunek (1) istnieje wtedy i tylko wtedy, gdy

1

1—a(l-§, 1-n) < i< a(é, 7).

W szczegblnodei, jezeli £ = 5 = ¢, to

3—Vs VE—1
T S i<—— =0618...

Z twierdzenia tego wynika, ze dla niezaleinych zmiennych losowych X, ¥, Z
PX<YYP(Y<2)PZ<X)<}.
Nier6wnosé
PX< Y)+P(Y < ZD)+PZ< X)<K 2

jest prawdziwa réwniez dla zmiennych losowych zaleznych. '

Powyisze rezultaty rozciagaja sie na przypadek, gdy X, Y,Z maja ponadto
jednakowe pierwsze dwa momenty. Niektére wyniki uogélnia si¢ takze na przypa-
dek » zmiennych losowych (n > 3). ’ '

Koncowa czeéé pracy dotyeczy réinych zastosowah praktycznych otrzymanych

Tezultatéw. Oto jedno z takich zastosowan: Bedziemy méwili, ze gracz @, bije gracza
@, jezeli czefciej z nim wygrywa, niz przegrywa. Wéréd graczy, np. szachistéw, znane
jest nastepujace zjawisko: Gracz A bije gracza B, gracz B bije O i gracz O bije A.
Zjawisko to moina wytlumaczyé w sposéb nastepujacy. Zalézmy, se forma kazdego
gracza jest zmienng losowa i Ze wygrywa ten gracz, ktéry w danej chwili ma
Wyiszga forme. Oznaczmy przez X, Y, Z odpowiednio forme gracza A, B,C. Z re-
zZultatéw pracy wynika, Ze mogs istnieé trzy zmienne losowe X, ¥, Z takie, ze
PX>Y)> 3, P(Y>2)> % P(Z>X)> %
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C. TPBIBYJA (Bponxaas}
O ITAPAJIOKCE TPEX CHAYYAWUHBIX BEIUYHAH

PEBIOME

B paGore pmaiorTca nOKAsaTeABCTBA YrBepjeHul, copMynmpoBamHHX B [1],
a TaKKe NPHBORATCA HEKOTOPHE MX o00o0menma. I'taBHHM pesyasraToM paGoTH
AIBJIAETCA CIEAYIOIAA Teopema:
O6osmagmm :
1—§ 1—9

y Ty T s >].,
max( —&n " é‘) opu &+9

1 ¢ npn &4+ <<

Aas roro, 4roOH AuA TPEX Jxeﬂc-rﬁmenbamx qucen &, n, { cymecrsoBain -rpn
HeBaBUCHMEe ciaydaitrle Bemwumsm X, ¥, Z Takue, 4TO

P(X< Y)=§ P(I’<Z)=1_7, PZ< X)=2¢,

a(é,n) = ISEKSL, 09y ).

Ee00X0qUM0 M JOCTATOYHO, IT0O0H
I—a(l—§&, 1—9) < { < alé, n).

SaKIOUUTeNbHAA 4ACTh PAGOTH KACAETCA NPAKTUIECKOTO NPUI0MEHHS IOILY-
YeHHHX PesyIBLTaTOB.



