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ON THE ANALYSIS OF A SET OF CHARACTERISTICS

In natural sciences individuals are characterized by a set of char-
acteristics. Thus for instance a psychotechnician -characterizes an
individual under examination by the estimates of several tests, a phy-
sician characterizes the patient by the results of several auxiliary exami-
nations. The investigator is very often confronted with the problem
of echaracterizing the individual in question by a number of numbers
(indices) that is smaller than the number of characteristies in the set.
This can be done for instance by deleting less important characteristics.
In general it should aim at to obtaining by means of a small number of
indices the largest possible part of the information resulting from the
full set of characteristics. '

The above problem absorbs the attention of scientists dealing with
the so called analysis of factors. Several methods of solving ‘this and
similar problems have been developed. None of them, however, is entirely
satisfactory and each has serious drawbacks pointed out in world
Dublications. In this paper I shall deseribe the principles and disadvan-
tages of a few of the more important methods of analysing a set of
characteristics and I shall present my own method, which seems to me
better than any ~of the previous ones.

Let the random variables =, ,,...,#, denote k characteristics
of the set in guestion. We investigate the population of individuals or
% representative sample P and denote by #; a number, constituting the
value of the i-th characteristics of the j-th individual (j =1, 2, ..., n,
Where 7 i8 the size of the sample or of the population).

- Hotelling’s method (see [2]) and a similar method which I have
published (see [57]) consist in finding % linear combinations of the initial

features:
Yp = amw,—[—ammz*}-...—l—apkwk where p=1,2,...,k,

the ‘,"Qefﬁciéni_‘»s_ag being chosen so that the eombi;‘na,tions Y, are UncoITe-
lated (characteristics o; are generally correlated). We find the variances w,
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of combinations y, and we replace combinations of small variance (as
compared with the variances of other combinations) by constants, i. e.
by the expected values of those combinations. In this way we obtain
a number (less than k) of combinations (indices) containing the greatest
part of information given by the initial set of characteristics. Those
mathematically correct and neat methods have two drawbacks. First,
the numerical difficulties make them practically useless in analysing
sets containing more than a few characteristics. E. g., the calculations
for a set of ten characteristics must last several months. Adding one
more characteristics at least doubles the number of caleulations. The
second drawback  is the difficulty of a natural interpretation of the
combinations obtained. E. g., the students of the AWF (Academy of
Physical Training) have been characterized by three performances:
2, — one-hundred metre race, z, — high jump, #, — ball throw. We
have obtained three linear combinations, of which the first (with the
greatest variance) increases during the studies (and training), the second
is constant and the third (with the least variance) decreases. The first
of those combinations can easily be interpreted as the physical eapacity
of the students. The interpretation of the second and the third compo-
nents involves considerable difficulties and causes diffei’énees of opinion
among experts. In general the whole interpretation is highly subjective
and rather stirs the fancy of the interpreter. Those difficulties are well-
known to psychotechnicians, who, taking psychotechnical tests as a
starting point, would like to regard the suitable combinations as indices
of ability, diligence and other features of the character and the mind
of the person tested.

The method of Spearman (see [7]) can only be used for a set of
characteristics of which every one is non-negatively correlated with
every other one. Spearman says that there exists then a certain common
factor contained in the individual characteristics. When that factor
is eliminated from the characteristics x; there remains a residual ;.
Spearman determines the commeon factor g as a linear combination of
all characteristics #; in such a way that it is not correlated with the
residuals #;; those residuals eannot be correlated too. This is also a mathe-
matically correct method. It is a disadvantage that it replaces a whole
set of characteristics by a single number — the common factor, which
necessarily involves the loss of a too large part of the -information
contained in the initial set.

The method of Thurstone (see [10]) may be regarded as a general-
ization of the preceding one. Unlike Spearman, Thurstone sees in the
set under consideration a few orthogonal factors, g,, ¢s, ..., not corre-
lated with the residuals #;. That method makes it possible to enclose an
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arbitrary part of the total information in the factors (their number must
of course be sufficient). The number of factors is defined rather sub-
jectively, according to what part of the information can be disregarded
in a given investigation. But even if the number of factors has been
settled, Thurstone’s method will not be unique. For the factors determine
a certain linear space and instead of the given system of factors we can
choose any other basis of that linear space. Thurstone suggests that the
system of factors should be turned over and over until we obtain factors
with a clear natural interpretation. This advice, however, can justifiably
be regarded as insufficient. The method has thus two serious drawbacks,
namely it is not unique and. requires a subjective interpretation of factors
(I discussed those difficulties earlier while describing Hotelling’s method
and my own). Moreover, it involves considerable numerical difficulties.

As can be seen, all the methods described above—the most im-
portant methods of analysing a set of characteristics —have gerious
drawbacks, such as cumbersome calculations, difficulty of natural inter-
pretation and (in Thurstone’s method) lack of unicity. |

In 1953 I published (see [6]) a new method of analysing a set of
characteristics, similar to that of Spearman. I call two individuals naturally
similar if the differences between the values of the characteristies of
those individuals are proportional to the standard deviations of those
characteristics. The invariants of that similarity, i. e. the natural indices,
are obtained in the following way. Denote by Z; the mean value and by o;
the standard deviation of a characteristics ;. The characteristics x; are
normalized so that their mean value is equal to 0 and their standard
deviation is equal to 1. Instead of the initial characteristics x; we obtain
new random variables

whieh Wﬂl be termed normalized characteristics. The wvalue of the i-th
normalized characteristics of the j-th individual will be




38 J. Perkal

I term the owerall indexr of magmtude The value of that index for the
j-th individual

RO

t=1

characterizes the overall magnitude of the j-th individual in population

P with respect to the set of characteristics, i. e. it orders the individuals

of population P with respect to the overall magnitude. This index plays

an analogous part to that of the common factor in Spearman’s method.
I apply the term natural indices to the residuals

w,=4L—m (t=1,2,...,%k).
The values of these indices for the j-th individual,
Wiy = by —my,

characterize the magnitude of the individual characteristics in relation
to all the characteristics of the j-th individual that have been investi-
gated. In paper [6] I prove that a necessary and sufficient condition of
natural similarity between the individuals numbered h and j is a system
of % equations,

Wip = Wy (’521,2,..‘.,70),

of which every one results from the rema,ining equations since natural

indices are bound by one linear equation Z‘w = 0. Besides, they play

=1

a similar role.to that of the residuals #; in Spearman’s analysis. The index m
is usually correlated with the indices w;, and also the indices w; are corre-
lated with one another (with Spearman they are not). However, the
advantage of my method over Spearman’s and other methods of analysing
a set of characteristics lies in the faet that it is unique, objective, easy

in caleulation and clear as regards natural interpretation.
Teissier (see [9]) investigated the index m as a common factor of
a set of characteristics. He pointed to the additional advantage resulting
from the treatment of that index, namely to the fact, that m as the
arithmetic mean is charged with a smaller error tha,n the individual
features ;. It is particularly important in those cases where measurement
errors play a eonsiderable part. The stronger the correlation of the features
of the initial set the better the results obtained by the method of analysis
here described (see e.g. H. Milicer’s paper [4]). : '
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In the sequel I shall be concerned with the above method as regards
the index m, which I shall term the common vector (or briefly — vector)
of a given set of characteristies. It should be imagined. as a vector of length m
lying in a k-dimensional space with axes &, &,,..., #; on the axis per-
pendicular to a hyperplane with the equation 3 w; = 0.

=21

The method proposed in this paper will be similar to Thurstone’s
one in the same sense as that in which the method of natwial indices
described above is similar to Spearman’s method. I shall divide a set
of characteristics into systems, if necessary smaller and smaller, and 1
shall find the vector m for each system. Those vectors will be analogues
of Thurstone’s factors. Although they will not be orthogonal and will be
correlated with the residuals of the initial features, in practice those
correlations will not be very great. Instead the method, is almost objective,
easy in calculation, and the vectors have a clear natural interpretation.

H. Milicer, in her works on the somatic features of children, divides
the set of characteristics which she is investigating into systems concerning
four properties of a child, namely the characteristics of his flesh tissue,
fat tissue, skeleton width and skeleton length. For each of those four
systems she has found the index m and obtained interesting results.
This idea has suggested to me the notion of dividing sets of char-
acteristies into . systems, and then dividing systems into subsystems
in such a way as to have the characteristics in the systems and the resi-
duals in the subsystems positively correlated. |

Denote by #p, the correlation coefficient between the characteristics
*, and «,. By 7,, =1 we shall understand the ecorrelation of the p-th
charaeteristics with itself. The matrix B of those correlation coefficients
is known in classical statistics. It is a square matrix with & lines and %
columns, symmetric (r,, = 7,,) and having unities on the main diagonal.
Frisch’s theorem (see Cramer’s manual [17, pp. 297 and 298) states that
the order of that matrix is equal to the dimension of the ' hyperplane
containing the whole mass of the distribution. Thus the order of that
matrix is equal to the number of linearly independent indices which are
combinations of the initial characteristics #;. But the probability that the
matrix order is less than the number of characteristics is equal to zero. In
practice we often come across sets of characteristics such that all
correlations r,, are non-negative. A set of that kind will be termed
a system of characteristics. If that is not the case, then we can divide the
set into systems of characteristics in such a way that the characteristics
in one system will be non-negatively correlated. It is true that the divi-
sion into systems may happen to be non-unique,i. e. a certain character-
istics. may be arbitrarily assigned to oné or to another system: this



40 | J. Perkal

difficulty, however, is rather of natural character. I shall write about
it, and also about the method of dividing a set of characteristics into
systems, in another paper. We can also come across an exceptional situ-
ation, namely such that all correlation coefficients r,, are negative. Then
every characteristic constitutes a separate system. It will be observed,
however, that by ¢hanging the sign of some, or even of one characteristic x;,
we shall gptain a ‘ehange of sign of some correlations, making the group-
ing of characteristics possible. ’
Take for example a set of 8 anthropological characteristics:
— length of head (g-op), x, — width of head (eu-eu),
— width of face (zy-zy), x, — length of face (n-gn),
— length of nose (n-sn), g — width of nose (al-al),
#, — colour of eyes, %3 — colour of hair,
which have been investigated by Krauze and Fozihska in paper [3].
The matrix of the correlation coefficients

1 028 0,2 0,19 0,12 0,20 0,02 —0,02 |
0,261 041 0,14 0,10 0,11 0,01 0,02
0,26 0,41 1 0,20 0,12 0,18 0,02 —0,01
5 0,10 0,14 020 1 0,41 0,06 0,02 —0,00
0,12 0,10 0,12 041 1 0,10 | —0,00 —0,04
0,20 0,11 0,18 0,06 0,10 1 0,00 —0,03
0,02 0,01 0,02 0,02 —0,00 0,00 1 10,35
| —0,02 0,02 —0,01 —0,00 —0,04 —0,03 0,35 1 |

makes it possible to divide that set of characteristics into two systems:
W, — of the characteristics #, to x4, i. e. all the metric characteristics,
and W, — of the pigmentation characteristics @, and xg. The vectors
of those systems, m, and m,, have a clear natural sense. The first defines
the ,,mean” value of the head with respect to its 6 metric characteristics
of the head, and the second defines the ,mean” pigmentation.

We should now consider what part of the information contained in
the initial set of characteristics will be found in the vectors and whaf
part of that information will be lost, i.e. left in the residuals.

Formula (1) implies that the expected value of the quantity m is

1
E(m) = ~é~i—(m1—|—m‘2+...+mn) =0,
and

Bm?) *—Z( Zw"’ )"—'zzl“E 2:

p=1 g=1
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where 7 denotes, as follows from the above, the mean ecorrelation
coefficients between the features of the system. Similarly, it is easy to
find that H(w;) = 0 and E(w}) = 14+r—27;, where we denote by 7
the mean correlation coefficient in the i-th column of the matrix of
correlation coefficients. The greater the variance of the vector m the
greater the amount of information contained in that vector,

ok, = H(m?) = 7.

The amount of information remaining in the residuals w, inereases with
rhe increase of the mean variance of the residual w;, i.e.

k

1 -

Tt == E B(w}) = 1—r.
P=1

; '.of information retained and lost by replacing a system
of characteristics by one veetor m are given by the numbers 7 and 1—F7.
Correlations will be found in a similar manner as we have found

the expected ‘values and variances. The correlation coefficient between the
vector m and the ¢-th residual is equal to

The amounts

Taw; = (Fi—T) [VF (17— 27,).

Those correlations are not very great and of ‘different signs. The correla-
tion coefficient between two residuals :

(2) Py = Fag+T —Fp—F) [V (L+7—2F,) (L+7—27,).

The sign of that coefficient is the same as the sign of the numerator on
the right side, 7p,+7—7,—F,. Summing these expressions for p
=1,2,...,k and ¢ =1,2,...,k we obtain 0. Thus if any coefficient
Ty, 18 different from 0, it can never oceur that all the residuals should
be positively correlated. Formula (2) will be useful below. Finally, if
a set of characteristics has been divided into a few systems, and m,
denotes the vector of one and m, the vector of another system, then the
coefficient of the correlation between these two vectors is

where p runs over the %, numbers of the features of the first system and ¢
tuns over the n, numbers of the features of the second system.

In the example of the matrix of correlation coefficients calculated
by Krauze and Loziniska I have divided the set of 8 characteristics into
& system of metric characteristics and a system of pigmentation character-
istics. The vector m, of the first system contains comparatively little



42 : J. Perkal

information since its amount is characterized by the ratio 0,33:0,67
relatively to the information contained in the residuals w,, ..., ws. The vector
m, of the second system contains thus mueh more information regarding
the characteristics of its system since the corresponding ratio is 0,68:0,32.
The vector m, is weakly correlated with the characteristics of its system.
The corresponding correlation coefficients are 0,01, 0,01, 0,07, 0,00,
—0,04 and —0,10. The vector m, is uncorrelated with the residuals of
the characteristics of its system. Finally the coefficient of the correlation
between the veetor m, and m, is —0,001.

The amount of information contained in the vector m of the system
under consideration may prove to be too small, as for instance in the
first system of the above example. Let us explain how to divide a system
of characteristics into subsystems and how to describe a set of character-
isties by further vectors, namely the vectors of those subsystems.

On subtracting the system vector from the normalized character-
istics we are left with the residuals w;. The correlations between those
residuals are given by formula (2). Some of those coefficients must be
negative. If they were all negative, the method proposed here would
not permit a further division of features into subsystems. However,
if some corcelations prove to be positive, we shall group the features of
the. system in question—as before — into subsystems in such a manner
that the residuals in each subsystem will be non-negatively correlated.
The vector of the whole system will be called a wvector of the first order
and the vectors of the residuals in the subsystems will be- called vectors of
the second order. If necessary we can repeat the procedure, obtaining
vectors of the higher order. _ '

In the example investigated above we shall calculate according to
formula (2) the coefficients of the correlation between the residuals of
the features of the first system. They are given in the following matrix:

‘1 —0,11 —0,18 —0,23 —0,29 —0,13
—011 | 1 '0,06"—0,30 —0,31 —0,15

—0,18 | 0,06 1 —-0,256 —0,33 —0,19
—0,23 —0,30 —0,25] 1 0,14 |—0,31
—0,29 —0,31 ~o,33' 0,14 1 1_-0,22
—0,13 —0,15 —0,19 —0,31 —0,22 1

As we see, two subsystems of residuals have been formed: for the char-
aeteristics 2 and 3, i. e. for the widths of head and face, and for the
characteristics 4 and 5, i. e. for the lengths of face and nose. The vectors
of the second order will contain ample information. The corresponding
ratios are 0,53:0,47 and 0,67:0,43. Thus to define an individual from



On the analysis of a set of eharacteristics 43

the population examined in the work of Kranie and Tozinska (the ma-
terial is taken from the anthropological survey of the distriet of Rybnik
[8]) we can use, instead of the 8 anthropologieal characteristics, the vector
m, of the metric characteristics, the vector m, of pigmentation, the
vector of the second order m; of the indices of width (of head and face)
and the vector of the second order m, of the indices of length (of face
and nose). The significance of the individual vectors is evidenced by
their standard deviations 0,58, 0,82, 0,73 and 0,75. If we divide by these
numbers the quantities of the vectors m,, m,, m; and m, respectively,
we shall obtain results normalized with respect to the mean 0 and
variance 1. It permits a better orientation as regards the magnitudes
of the’ individual veetors for definite 1nd1v1duals and a comparison of
the individual vectors of the same individual. Here is an example of the
first 5 individuals from paper [8].

The tablo of fhe 8-initial' charaeteristics

No. g-op ou-eu Zy-Zy n-gn n-sn al-al 8y o8 hair
’ ‘ {
1 181 149 128 114 55 38 } S
2 181 152 131 118 | 48 30 9 14
3 183 157 130 118 | 50 38 ! . Q
4 190 159 | 151 131 55 | 42 | 11 y -
5 190 163 151 | 19 | 50 | 41 | a2 R
The table of tho 4 normalized vectors
N vector of 6 metric vector of voetor of width | voector of length
e charactoristics m, | pigmontation m, Mg My
1 — 0,69 —0,84 1,41 0,25
2 — 0,53 — 0,84 - 0,85 —0,37
3 —0,31 — 0,40 —0,52 —0,28
4 2,18 —0,55 —0,04 —0,29
b 1,14 0,15 1,27 —1,30

For some problems, particularly psychotechnical ones, a slightly dif-
ferent analysis of a set of characteristics is needed. Namely, after the elimi-
nation of the vectors of the first order 1nterest1ng correlations (positive or
negative) may be found between the residuals of the characteristics belonging



44 J. Perkal

to different systems. It is then necessary to represent by means of
vectors of the second order all that is common fo all the residuals corre-
lated. In an analysis of that kind a characteristic may appear first in
one system of characteristics and then in another subsystem of the set
of characteristics in question. The analysis of Hotelling and Thurstone
provides for such contingencies. They can be met by my method also.
I shall devote another paper to that problem.
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J. PERKAL (Wroctaw)

O ANALIZIE ZESPOLU OECH

STRESZCZENIE

W pracy toj rozpatrujo si¢ zespél coch @, =, ..., 7y indywiduéw pewnej popu-
lacji P. Zngno sa motody skladowyeh (Hotollinga) i faktoréw (Spearmana i Thur-
stone’a) ana@iiy'takiego zespolu. Wadami tyeh motod 83 trudno$ei rachunkowe i in-
terprotacyjno, a takie niejednoznacznosé (metody Thurstone’a). W praey opisano
dwie nowe metody analizy zespotu coch: jednowoktorows i wielowektorowa.
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Pierwsza z nich pozwala zastapié zespél cech jodnym wskaznikiom sumaryez-
nym m, okre$lajacym sumaryezng wielkoéé indywiduum zo wzgledu na zespét eoch
(pozwalajaeym tez na uporzadkowanie indywiduéw populacji P wedlug wiclkodei).
Po wytrageniu wskaznika m z i-tej cechy pozostaje roszta w;, tzw. wskaénik przy-
rodniczy 4-tej cechy, okreflajacy wiclkosé tej ecechy w poréwnaniu z wszystkimi ce-
c¢hami zespolu.

Wiclowektorowa metoda pozwala zastapié zespél cech kilkoma wskaZnikami
Sumaryeznymi my, My, ..., My, v < k. Kazdy z nich jest wskaznikiem sumaryeznym
pewnego podzespolu cech albo reszt. Metody te s3 rachunkowo latwe i nie przedsta-
wiaja trudnofei interpretacyjnych. Natomiast wektory m; nie sa ortogonalne i moga
byé skorelowane z resztami.

10, TEPKANDL (Bpomuas) 7
| OF AHAJIH3E COBOKYIIHOCTH KAYECTRB
PESIOME

B Hacromme#t pabore aprop upegxaraer jBa METOLA AHAIHMSA COBOKYIHOCTH
KauecTB: OJHOBOKTOPHHIL M MHOTOBEKTOPHHN, OHN ARAIOTHIHH onnoq)aimopnomy
M MHOTOQAKTOPHOMY METOJNAM aHAIM3A PakTopoB. BMecro opTOroHANBHHX $AKTOPOR,
HEKOPPeAHPOBAHHLIX C OCTABIIMMMCA, ABTOP NpeaNaraer HeopPTOroHAILHEE BEKTOPH!
X B o6meM ciyyae KOPPCAMPOBAHHHE C OCTABIIMMMCA. 3aT0 BEKTOPH IOXYYAlTCH
U3 HaYaJMbHHX KAYECTB NPH MOMOIM JIUHEKHHX Omepanuit. DTOoT MeTON Jeroxk apud-
METHYECKM M B WHTePNpeTauuu, 4ero Heabsd YrBep#aaTh 06 amanmwse Qaxropos.



