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USE OF ORTHOGONAL COMPONENTS IN TESTS FOR TREND

1. Procedure declaration. The between-class-variation of the ob
served variable y is subdivided into orthogonal components, one degree
of freedom each, associated with linear, quadratic, cubic etc. trends of y.
The components are extracted as long as they appear statistically signi-
ficant. Expected values of y and coefficients of regression can also be
computed, if required.

Data:

q — number of classes,
maxq — greatest number of components to be extracted,
w[l:q] — weights of observations in different classes of =z,
x[1:q] — values of the independent (optionally continuous) variable
z at which the dependent variable y is observed,
y[1:q] — values of response variable y observed in different classes
of x,
bev — between-class-variation,
sey — residual variance,
df — degrees of freedom for sey,
alfa — significance level,
v — Boolean variable; if v = true, the residual variance is modified
by the use of local procedure correctms (see Section 2, case B).

Results:

‘fault — error indicator, determined by the global procedure orthonw
(see description of procedure orthonw [1]).

Other results of procedure polirenddec are obtained by procedures
Printpolid, printey and prinicoef with headings described below. The call
of these procedures is conditioned by the Boolean variables vdd, ve and ve.
The headings of the procedures mentioned above are the following:

a. procedure printpoltd(j, ss, f, alfa, percent, sw);
value sw;
integer j, sw;
real ss, f, alfa, percent;
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The procedure is used as follows:
1. if sw = 0: printing the headings;
2. if sw = 1: printing
j — actual degree of approximation,
ss — sum of squares due to the regression term of the j-th
degree,
f — value of the F-Snedecor test funection (test of significance
for the coefficient b,),
alfa — probability of f (P{x > f}),
percent — percent of the total between-class-variation due to the
regression term of the j-th degree;
3. if sw = 2: printing summary results.

. procedure printey(i, eyi);

value i, eyi;

integer ¢;

real eyi;

This procedure is called ¢ times for each degree of approximation.
This gives the expected values of y at the i-th value of « for ¢
=1,...,4q4.

. procedure printcoef(j, a);

value j; integer j; array a;
This procedure prints

j — the actual degree of approximation,
a[0:j] — the coefficients of polynomial regression.

Procedures printpoltd, printey and printcoef should be supplied by

the user.

real procedure Ftest(fc, df1, df2, maxn);
value f, df1, df2, maxn;
real fc;
integer df1, df2, maxn;
Ftest gives the probability in the F-Snedecor test.
Data:
fe — calculated value of the F-Snedecor test function,
dfl — number of degrees of freedom for the numerator of
the F-formula,
df2 — number of degrees of freedom for the denominator
of the F-formula,
maxn — if dfI or df2 are greater than mawn, normal approxi-
mations are used.
The body of this procedure can be found in [2].

. procedure orthonw(p,n,w, z, pl, pa, ifault);

value p, n;
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integer p, n, ifault;

array w, @, pl, pa;

This procedure generates the values of orthogonal polynomials,
orthogonal on a given set of independent variables. It can be found
in [1].

2. Method used. Let us given a response variable y with values
Y15 Y2, -- -, Yo Observed at ¢ (not necessarily different) levels of a variable z,
le. @, ®,, ..., ¥, With weights w,, w,, ..., w,.

Let us also given the between-class-variation

q

(2 w;Y;)’
(1) bev = 2 wyt — =

wi

'Nn

=1

and an estimate of the residual variance sey with dfsey degrees of freedom.
The residual variance sey can, in some cases, coincide with bev/(q—1).
Therefore, we describe two cases.

Case A. The recorded values of y represent values averaged from
other observations, and we get an estimate of the residual variance sey
with df degrees of freedom, which is not based on the between-class-
variation bcv;

Case B. The array y contains values not averaged and the estimate
of sey is based on the between-class-variation bev.

Further, we assume a relationship between the variables z and y
Which can be approximated by a polynomial regression of the form

Y(2) = ag+a,8" +...+a,z".

The direct application of least-squares method leads to a system of
€quations which with the increase of k are known to become ill-conditioned.
This can be avoided by introducing the regression

Y(@) = bo+ 0,91 (%) + ... +bpy (),

Where p,(x) (j = 0,1, ..., k) are polynomials of the j-th degree. The last
Orm of regression is more suitable for numerical calculations, especially
for greater values of k. It provides straightforward orthogonal components
of the variance

[2 w; Y p; (@)}

(2) SStrendj = "¢
;: w; [p;(@
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aracadure poltrenddec(q,maxq,w,x,y,bcv,sey,dfsey,alfe,
ifault,v,vdd,ve,vc,Ftest,printey,printpoltd,printcoef,
orthonw);
xalus q,maxq,sey,dfsey,bev,alfa,v,vdd,ve,vc;
integer maxq,q,dfsey,ifault;
Xxeal bev,alfa,sey;
ALLAY W,X,¥;
Baglean v,vdd,ve,vc;
Rraocedure printey,printpoltd,printcoef,orthonw;
Zeal procedure Ftest;
kegin
dnteger i,3,k,n,fault;.
zeal s,81,t,c1;¢c2,c3,8um,z,2mk,coef;
arxay pt(1:q+61,pl,ey[1:q],b,bb,a[0:maxq];
Rracedure correctms(x,y,1i,J);
dnteger 1,J;
£8al x,¥;
begin
dukeger 1;
l:=1-]J;
x:=4£ 1>0 theg (x=i-y)/1 glge 0.0;
i:=1
8nd correctms;
Brogedure bcalc(l);
xalug 1;
dukeger 1;
hagdn
£ 1=0
Shen
Ragin
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b[0]:=bb[0]:=p1[1];
for 1:=0 giep 1 upiil maxq dg
al[i]:=0.0
eugd 1=0
slse
if 1=1
Shen
hegln
bb[0]:=-ptlq+5];
bb[1]:=pt[q+4]
8nd 1=1
8las
kegin
cl:=pt(q+6];
c2:=pt[q+5];
z:=b[0];
c3:=ptlq+4];
b[0]:=t:=bb[0];
bb[0]:==c2xt-c1xz;
Ji=1-2;
Lor 1:=1 giep 1 uuidl J do
kegdn
zs=c3xt-cixb[i];
bli]:=t:=bb[i];
bb[1i]:=z-c2xt
snd 13
z3=t;
b[1-1]):=ts=bb[1-1];
bb[1l-1]s=c3x%z-c2%t;
bb[1]s=c3xt
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snd 1>1;
for 1:=0 gign 7 upidl 1 do
ali):=a(i]+coefxbb[1]
&nd bealc;
n:=faults:=0:
k:=q-1;
zmk:=bev/k;

bevi=1/bev;
orthonw(n,q,w,x,pl,pt,fault);
if vdd
theg printpoltd(0,1.0,1.0,1.0,1.0,0);
4L vevve
then
kegin
coef:=0.0;
for i:=7 giep ' unidl a 4o
coef:=coef+w(i]lxy[i];
coef:=coefxpl{1];
bcalc(n);
z:=a[0];
4L ve
dhen
for 1:=1 giep 1 uatdl q do
hegin
ey[1i]s=2;
printey(i,z)
and 1
IL ve
thag printcoef(n,a)
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8ug vcVve;

ettrend:
n:=n+1;
orthonw(n,q,w,x,pl,pt,fault);
if fault=0vfault=2
dhan
Lagin
sum:=0.0;3
for 1:=1 gtep ' untdl a9 do
sum:=sum+y [1]xpl[i]xw[i];
coef:=gum;
Sum:=sumxsum;
correctms(zmk,sum,k,1);
iL v
theg correctms(sey,sum,dfsey,1);
z:=1f sey>0.0 thep sum/sey glge 0.0;
4L 2>999.99
then
begin
4f 2>999999.99
Jhen mexq:=n;
2:=999.99

$=8+sum;
t:=100.0xsumxbev;
s8l:=81+t;

Af vad
ikeg printpoltd(n,sum,z,Ftest(z,1,dfsey,80),t,1);
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if ve
lben
Lor i:=1 ghen 1 unidl q 4o
aegdn
ey[i]:=z:=ey[i]+coefxpl[i];
printey(i,z)
end ve;
&L ve
then
kegin
bcalc(n);
printcoef(n,a)
sad Vc;l
i£ s1>99.99vn>(q-1)Vnzmaxq
then g9 19 ktrend;
df v
then gg ig ettrend;
if Ftest(zmk/sey,k,dfsey,80)<alfa
then g0 ig ettrend
gud fault=0OVfault=2;
ktrend:
ifault:=fault;
if vdd
they printpoltd(n,s,z,z,s81,2)
&end poltrenddec
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The values p;(x;) are calculated by the use of procedure orthonw [1].
The trend components are extracted from the between-class-variation
step by step for p =1, 2, ... Each component has one degree of freedom.
The j-th component compared with the polynomial regression of degree
Jj—1 represents the amount by which the variance dev can be reduced
while introducing an additional polynomial regression term of the j-th
degree. In other words, the j-th component represents the increase in
predictability that would accrue for the sample data using a j-th degree
equation instead of an equation of degree j—1.

The test of significance, for the j-th component, is

S S trend
sey

F:

with 1 degree of freedom for the numerator and with df degrees of freedom
for the denominator.

In case A the value of sey remains constant for all j.

In case B we assume that

Y = bo+bipy (@) + ...+ b;_1P5_1 (@) +b;p;(@)
and test the hypothesis H : b; = 0 which is equivalent to the assumption
Yy =by+bipy(@)+...+b;_1p; ().
The test of significance for the j-th component is

(3) F = —nd

where

The component j+1 is extracted when the following conditions
hold:

a. the sum of trend components already extracted is less than 99.9¢/,
of the initial between-class-variation;

b. j < q—1;
c. j < maxgq;
d. the residual

j
R =bow— ) 88uena
t=1

i8 statistically significant (in case A only);
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e. the test statistic I’ described by formula (3) has a value less than
999 999.99.
Condition e is introduced in case B, where the between-class-variation
is practically exhausted and the remainder Sey should have the value zero.
;Dependent on the Boolean variable vdd, a call of procedure printpolid
is executed, giving
j — actual degree of a polynomial;
sum — square of the j-th trend component as given by formula (2);
z — value of F evaluated by the use of Fiest; to ensure the value 2
not to be too big, z is censored by

2 for z < 999.99,
Z =
999.99 for z > 999.99>

pc — amount of the variance bev associated with the polynomial
relationship of the j-th degree — in percents of the total
variance bcv;
sw — integer associated with the optional form of print-out.
If ve is true, expected values of the variable y for given values of x
are calculated by the formula

By = Ey‘f‘”-}-@p,-(%) (2=1,...,q).

The expected values are stored in the local array Ey([I: q]. The
calculations for the j-th degree (j = 0,1, ...) are followed by a call of
procedure printey.

If ve is true, the regression coefficients of equation (1) are calculated.
The calculations are carried out for each degree by procedure printcoef.

3. Certification. L.et us given the responses v,
Y = —708,y, = —85,y; =3,y, =8, y; =750, y, = 3107, y, = 942,
observed along the scale of =,
él= -3, %y =-2,23=0,2,=1, 2, =3, v, =4, v, =5,
with corresponding weights
Wy, =2, w, =3, wyg =3, w, =1, wy =2, wg =2, w, = 1.

(It is easy to verify that the values y and x satisfy the relation y = 32° +
+ 2224 3.)

By the use of formula (1) we get bev = 93 209 220.

By the use of poltrenddec with v = vdd = ve = vc = true we get, on the.
Odra 1204 computer, the following results:
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The total variation of y, i.e. bev, is decomposed into five trend com-
ponents. With the fifth degree the total between-class-variation is ex-
hausted, so F, (F calculated) is set equal to 0.

o,
degree %
of polynomial S8 F, P(F > F,) (percent of
| total S8)
1 51 696 000 14.94 .0022 55.46
2 22 006 900 12.41 .0048 23.61
3 17 684 500 97.07 .0000 18.97
4 1 567 580 55.49 .0000 1.68
5 254 235 .00 1.0000 27
total 93 200 215 100.00
Expected values of y
degree
of poly- Ey, Ey, Eys Ey, Eys Eys By,
nomial
0 1106.3 1106.3 1106.3 1106.3 1106.3 1106.3 | 1106.3
1 —1443.4 | —729.5 698.33 1412.3 2840.1 3554.0 | 4267.9
2 240.36 | —564.65 | —808.42 —247.16 2241.6 4169.1 | 6552.1
3 —1006.5 281.94 —87.718 | —585.81 691.55 | 3627.0 | 8867.0
4 —660.38| —164.16 | —123.13 —148.23 577.09 | 3314.6 | 9296.8
5 —1708.00/ —85.000 3.0000 8.0000| 750.00| 3107.0 | 9428.0
Coefficients of regression
degree
of bo s bl b2 b3 b4 b5
polynomial !
0 1106.29
1 698.332 713.918
2 —808.416 333.543 227.712
3 —87.7184 | — 587.004 —17.75071| 96.6681
4 123.128 | —197.753 |—131.011 44.8887 12.5325
5 3.00000 .00000 2.00000 —0.00000| —0.00000 [ 3.00000

4. Examples of application.

ExaMpLE 1. In an experiment scheduled as a two-way analysis of
Variance, the observed responses of y at different levels of factors 4 and
B with P =2 and ¢ = 3 levels are the following:
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TABLE 1. Values of the character y observed at different
levels of factors A and B

~ B3
A \\\ T, =1 Xy = 3 = 3
A1 s 0 2
A2 3 2 1
total 8 2 3
mean 4 1 1.5
weights of mean values 2 2 2

Let different levels of factor B represent subsequent points on a con-
tinuous x-scale corresponding to x, =1, z, =2 and 2; = 3. We wish
to investigate the general relationship between the response variable y
and different levels of factor B. The column means of table 1 will be the
starting point for the analysis.

The between-class-variance, by the use of formula (1), is

bev = 38.50 —28.16 = 10.34

with 2 degrees of freedom.
The residual sum of squares is

q q

y 4
Sre = ) N s—9.0— D aw.—y. = X py,~y.)

led
t=1 j i=] j=1

= 14.83—-0.17—10.33 = 4.33

_J

ﬂ‘

with df = 1)(¢—1) =2 degrees of freedom.
Hence the residual variance is

sey = 88y /df = 2.17.

Since there are three different values of x, the observed mean column
values can be approximated at least by a linear relationship. The call
of polirenddec with mazq = 1, v = false, vdd = true, ve = true and vc
= true works for j =0 and j = 1.

For j = 0, we get

Po(®;) = ——o = 0.408 (4 = 1,2, 3).

The expected values of y are Ey? — By — Eyl = 2.17, and the
coefficient of zero-order regression is a, =y . = 2.17.
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The next call, for j = 1, evaluates the first order polynomials:
pi(x; = 1) = —0.5000, p,(x, = 2) = 0.000, p,(r; = 3) = 0.500.
The amount of variation, due to linear trend, is

(2-4(-—0.5)—|—2-1-0—1—2-1.5-0.5)2
1

SStrendl = = 6257

i.e. 60.48°/, of the total between-class-variation.

The F-criterion for the significance test is Fe¢ = 6.25/2.17 = 2.88,
and the probability P (F > Fc), calculated by the use of Ftest,is P = 0.2315;
hence the extracted trend component is statistically non-significant.

Since maxq is attained, no further trend components can be extracted
EXAMPLE 2. Let us given the following values of # and y:

z[01112’0|1|2
2

Each value has the same weight (w[¢] =1,¢ =1, ..., 6).
The total variation of y is

q

bev = Y (y;—§)* = 10.0.

=1

It can be subdivided into variation caused by regression (the straight
line y = x4 1) and the residual (deviation from regression).

Entering procedure poltrenddec with ¢ = 6, maxrq = 5, sey = bcv/5,
df =5, alfa = 0.05, v = vdd = true and ve = vc = false, we get the
following trend decomposition:

degree y
NS F alfa 9
of polynomial f %
1 4.0000 2.67 1778 40.00
2 .0000 .00 1.0000 .00
total 4.0000 40.00

fault = 3, total between-class-variation = 10.000.

Since there are only three different values of x, procedure orthonw
Works only for ¢ = 1, 2. Entering the procedure with ¢ — 3, the error
Indicator ifault is set equal to 3 and further calculations are not executed.
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ANALIZA TRENDU METODA WIELOMIANOW ORTOGONALNYCH

STRESZCZENIE

Procedura poltrenddec (polynomial trend decomposition) wydziela ze zmiennosci
miedzyklasowe]j skladniki wyrazajace trend stopnia 1°, 2° itd. Wydzielanie skladnikéw
odbywa sie dopéty, dopdki pozostala reszta zmiennodci miedzyklasowej pozostaje
istotna.

W zaleznoéci od zmiennych boolowskich ve i ve, procedura oblicza réwniez wsp6i-
czynniki regresjl wielomianowej oraz oczekiwane wartodci badanej zmiennej, wynika-
jace z odpowiedniego réwnania aproksymacyjnego.

Dane:
q — liczba klas,
maxrqg — najwieksza liczba wydzielonych skladnikéw,
w[l:q] — wagi obserwacji w réznych klasach na z,
x[1: ¢q] — wartoéci niezaleznej zmiennej « (ktéra moze byé ciagla), dla ktérych
dane s3 obserwacje zmiennej zaleznej v,
y[1: q] — warto$ci zmiennej y zaobserwowane w réznych klasach na z,
bcv — zmiennodé miedzyklasowa,
sey — wariancja resztowa,
df — liczba stopni swobody dla sey,
alfa — poziom istotnosci,
v — zmienna booloweka; gdy v = true, wariancja resztowa jest modyfikowana
za pomocy procedury lokalnej correctms (patrz paragraf 2, przypadek B)-
Wiyniki:

ifault — wskaznik bledu wziety z procedury globalnej orthonw (patrz [1]).

Pozostate wyniki procedury opoltrenddec otrzymuje si¢ za pomocs prOGedur
printpolld, printey oraz printcoef.



