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DETERMINATION OF MATRICES
OF THE DESIRED 2-D CHARACTERISTIC POLYNOMIAL

Abstract. Sufficient conditions for the existence of matrices of the 2-D characteristic
Polynomial so that it is equal to the desired one are established. An algorithm for finding these
Matrices is proposed and illustrated by a numerical example.

1. Problem formulation. Let R,, be the set of (m xn)-matrices with
“ntries from the real number field R. The two-dimensional (2-D) character-
8tic polynomial p(z,, z,) of matrices A, B, CeR,, is defined as (see [3])

p(zla 22):= det [Inzl ZZ_A_BZI_sz]a

Where J, is the identity matrix and z,, z, are indeterminate (variables).
Let the desired 2-D characteristic polynomial be of the form

1) diz,z)=Y Y dyzizh  (du = 1).

i=0 j=0
The problem can be stated as follows: Given d(z,, z;), find matrices
4, B, CeR,, such that ‘ |

(2) p(z1, 22) = d(zy, 23).

This problem is a starting point, e.g., in the coefficient assignment problem
(see [13 and [2]).

2. Problem solution. Note that the number of the given coefficients d;; of
(1) is equal to (n+1)2—1 = n?+ 2n. Therefore, we can assume the matrices A,
» C are of the form

- —_
01 0. 0 B 7
b, 0 0
0 01 . 0
) T , B=|bubn 0]
00 0 T CR R
bnl bnz bnn
_al as aj a,,d — —
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€11 0 .. 0

Ca1 Ca2 .. 0
c=-|°

Chni Cp2 ..o Cpp

THEOREM. There exist matri;es A, B, C of th; Jorm (3) such that (2) holds
if the equations
“4) X"=dy ey X" b dy X" 2 L+ (=D, =0,
5 X"y X X" (= 1)y, =0
have both all their solutions in R and the solutions of each equation are equal

at most by pairs (there do not exist three or more solutions equal to each
other).

Proof. Carrying out the expansion of the determinant
(6) det[l,z,z,—A—Bz,—Cz,],

where 4, B, C are of the form (3), and considering the terms in z}2z%
successively for k =n—1,n-2, ..., 0, we obtain the following set of equa-
tions:

| Z bii =dn,n—1’
i=1

Z bii bjj = dn,n-Za

1<i<js<n

Z bii bjj brm == dn,n— 33

1<i<j<h<n

()

-----------

It is well known that the solutions b;, i = 1, 2, ..., n, of (7) satisfy equation
(4). Hence a necessary and sufficient condition for the existence of real b,
i=1,2,...,n, is the solvability in R of equation (4). Symmetrically, we obtain
as the necessary and sufficient condition for -the existence of real c;,
i=1,2,..., n, the solvability in R of the dual equation (5). Following the
expansion of (6) and considering the terms in z%~'z% (k =n—I, n—I-1,
---» 0) successively for I1=1,2,...,n—2 (and symmetrically in z% 23", it
1S easy to prove that for k = n—/ we get a simple linear equation yielding
'dlrect}y 4+1, and for k=n—I-1,...,0 we obtain a set of n—! linear
equations in b,, ,,-;, m = [+1, ..., n, the right-hand side of which consists of
di; and of already evaluated entries (i€, Dmm-i> Cmm—; for i <1 and g; for j
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<i+1). The determinant of the equations is of- the form

1 [)
DY = (d)j=1.20..n-1s

where

di;=1 forj=1,..., n—I,

J
i-1
dy=S(T1 bw) for i=2,.on=l, j=1,...,n—1,
- h=1
the summation being taken over all ki, ..., k;_, such that

lgkl <k2 <--.<k5*1<n and kl,...,ki._létj,j""l,...,j+l}.

Ff)r I=n—1, we get one eciuation yielding directly b,,, i€, D" D =1,
Finally, for I = n we obtain a, = (—1)"dy,. Subtracting the (m—1)-st column
from the m-th column of D successively for m = n—1, ..., 2, we obtain

n—l-1

DY = TT (byx+bis+r+1.u+1+1) DY,

k=1
As D"~1 — 1. all the D are nonzero iff
bkk ?é bk+l+1,k+l+l fOl’ l= 1, ey n'—z, k = 1, teey n_l_].,
ie., iff
bii;ébmm for m>l+2

Symmetrically, as a sufficient condition for the existence of all c;; we get
Cii # Cum  fOr m2=i+2.

The entries of the matrices 4, B, C can be evaluated using the following

ALGORITHM.

Step 1. Solving the equation (4) find b,,, b,,, ..., b,, and check that
there are no more than two equal solutions. Proceed in the same way with
®quation (5) obtaining c;, i=1, ..., n. _

Step 2. For k = 1, considering the terms in z~*z%"* in the expansion
Of (6) 'eva]uate ak+ 1-

0

Step 3. Considering successively the terms in zq-"‘z'z, l=n-k-1,
*=+» 0, build the system of n—/ linear equations yielding b,,,,_, and solve it.

_ Step 4. Considering the terms in z{ z3 %, I =n—k—1, ..., 0, find ¢, ,—
In the same way. .

Step 5. Repeat Steps 2, 3 and 4 successively for k=2,3,...,n—1,
finding all b,, ¢, and a, for i =k, k—1, ..., 2.
Step 6. Considering constant terms, evaluate a, (a, = (—1)"" 1 doo).
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This procedure is illustrated by a numerical example.
ExampLE. Solve the problem for

d(z,, z) =233+ 22322+ 22223 — 23z, — 2, 23 + 323 23— 223 2, — 44z, 23
—223 =223 —z3 42234z 2,42, — 2, + 2.
Step 1. In this case, (4) takes the form
| X =2x2—x42 = (x—1)(x~2) (x+1)

and bll = 1, b22 = 2, b33 = _1.
Similarly, (5) takes the form

X2 =2x2=x+2 =(x+1)(x—1)(x—2)
and CI1=_1, C22=1, C33=2. ‘
Step 2 (k = 1). Considering the terms in z{zj, we obtain
dyy = a3 +byy(cra+c33)+has(cyy +c33)+b3zlc+¢32)

and a; = —2. |
Step 3 (k = 1). Considering the terms in z{z,, we get
dy1 = (ba2+b11)as+by1(bazcaz+bazcas)+bazbiscii—byy—bs,
and considering the terms in z7, we have
dro = b1y by3a3—b33by —byy by,
Hence by, +bs, =1, by; —bs, =3 and, consequently, by; =2, by, = —1.
Step 4 (k =1). By symmetry,
dy; =(Ca2tc11)astcyy(ca b3;+033 by2)+€22€33b11 —Ca1—C3,
doz = €11 C32 83 —C33 €31 —C11C32,
so that ¢;; =1, ¢3, =2. -

Step 5.
a. Step 2 (k= 2):

diy = a3(byp¢11+byyCy3)—bayc33—C1 b33 —b32¢11 — €32 b4y —a,,

which yields a, = —5.
b. Step 3 (k=2):

le = —b21 a3—b11 a2+b31 and b31 = —8.
c. Step 4 (k =2):
dOl = —0C7 a3""011 a2+C31 and C31 = 2.

Step 6. Finally, a, = d,, yields a; = 2.
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Thus, the desired matrices take the form

0 -1 0 -1 0 0 1 0 0

A= 0 0 -1|, B=|{-2 =2 0|, C=|-1 -1 0

-2 5 2 8 1 1 -2 -2 =2
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