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0. Introduction. Measurement of stochastic dependence between random
Vectors is one of the central problems of mathematical statistics. Usually, we
are rather dealing with dependence between real-valued random variables, say
Xand ¥ A popular measure of the dependence of X on Yis the correlation
Coefficient

00(X, Y) = cov(X, Y)/a(X)a(Y).

Geometrically, (X, Y) can be interpreted in (L*(Q, &, P), {,») as the cosine
of the angle between centered random variables X and Y.

According to me, the most important generalizations of g, for random
Vectors X and Y were done by Héschel [1] and by Jupp and Mardia [2].

Hoschel proposed a system of postulates, introduced a measure of
dependence satisfying this system, and showed that it is unique. However,
Héschel’s measure is complicated from the numerical point of view and is not
Commonly used.

Jupp and Mardia proposed a measure g5(X, Y) which directly generalizes
the definition of g,

(QE)(Xs Y))z = tr(zl_llzuzzzzfz s

Where >, & 22, 21, are covariance matrices corresponding to ¢*(X), ¢*(Y),
CoOv(X,Y), respectively, in the bivariate case. Thus, ¢5(X, Y) “normalizes” the
COvariance matrix X, ,; it takes values from [0, min(p, q)], where p and q are
dimensions of X and Y, respectively. _

Other generalizations of g, for random vectors X and Y were reviewed by
Jupp and Mardia (though this review did not contain Hoschel’s measure). In
Particular, they mentioned the first canonical correlation, equal to the maximal
Correlation coefficient between linear combinations of the components of
4 and Y. This measure is most commonly used by statisticians, mainly because
1t is simple to be calculated.
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~ As far as we know, geometric interpretations were not given for any
measures discussed by Jupp and Mardia.

The present paper introduces the correlation coefficient o(X, Y) for
random vectors X and Y, which measures the proximity of the linear spaces
generated by the components of X and Y, respectively. The geometric reflexions
given in Section 1 are the starting point for the definition of p, leading to
a volume measure of the angle between unitary subspaces. Theorem 2 in
Section 1 is the most important theorem of the paper. The correlation
coefficient ¢ is proposed in Section 2 as the cosine of the angle between the
subspaces spanned by the centered components of X and Y, respectively. The
properties of g are discussed, and the relations between o and the first
canonical correlation are presented. In Section 3 an estimator g, of ¢ is
introduced and some asymptotic properties of ¢, under the assumption of
stochastic independence of all components of (X, Y) are proved.

Summing up, we want to stress the difference between statistical in-
spirations, exemplified by the generalization of 0, proposed by Jupp and
Mardia, and the geometrical inspirations, exemplified by g proposed in this
paper.

1. The cosine of an angle between finite-dimensional unitary subspaces. Let
(E, <,) be a real unitary space and let 4 and B be finite-dimensional subspaces
of E with dimA4 = p and dimB = q. Let

C=AnB, E,=A+B

with dimC = p,, dimE,=n=p+q—p,

Assume that C # A and C # B. Then p, < min(p, g).

Let A* and B* denote orthogonal complements of 4 and B in E,, and let
A, and B, denote orthogonal complements of C in A and B. Further, let

(ay, a,, ..., a,_,), (b, by, .., [ N

(Crs €25 eenCpp),  (dy, dsy, ..., dy-g0)

(1)

denote the bases of 4, B, B*, A*, and let U,, U,, W,, W,, W,, W, be the
following matrices:

q0=[<ais cj)]s iaj=132""> D—Dy,
UO=[<bi’ dj>]a i,j=1,2,..., q4—Po-
W1=[<ais aj>]s i,j=1,2,..., p_pOa
W2=[<cis cj>]> i,j=1,2,--.,p—p0,
W3 = [<bi’ bj>]: la] = Ia 2’ +++3 4= Py;
We=1[<d,dp], i,j=1,2,...,q—p,.

THEOREM 1. The expressions

det Ul/(det W, -det W,)"/2,  |det U |/(det W,-det W,)!/2

have the following properties:

































