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INVERSE EIGENVALUE ‘PROBLEM
FOR PERIODIC BLOCK JACOBI MATRICES

1. Introduction. In this paper we consider an inverse eigenvalue problem
for periodic block Jacobi matrices (PBJ matrices). It 1 is the extended problem
of constructing a periodic Jacobi matrix (see, e.g., [2]) To compute such a
Matrix we apply Lanczos’ algorithm. The aim of this paper is to define
¢onditions which are sufficient to construct a PBJ matrix and to formulate
an algorithm of computing,this, matrix. The algorithm is based on some
Modification of Lanczos® algorithm (see [2], [5], and [4]).

Now we. introduce some notation and the definition of a PBJ matrix.

Definition. A real symmetric matrix T = (t,J), 'j=1 1s called a periodic

block Jacobi matrix if it has the block representation

M, Ri R,
R1 ’ ."-
T= % " . ’
.. L.RT,
RT "R, { M,

Where M; are symmetric (r xr)-matrices;, and R; are upper triangular (r xr)-
Matrices, rp = n.

The matrix obtained from the matrix T by striking the first K columns
and rows is denoted by T®). The matrix which differs from T only in
Signs of the elements tk+tm-rsk+1 0 Gyopixi1 k4 is denoted by T
NOte that ’I‘(K) = (rl])l_] K+1-

Let {y{knn-K (K 0, ..., r) be the eigenvalues of the matrix T and let
“’m}?-." (K = 0 , r—1) be the eigenvalues. of the matrix T,

. By - 0% we. denote “the orthOgonal matrix whose .columns are
Sigenvectors of 7. Let the columns of QT be denoted by p{¥r

0% = [p{, ..., Pi2]".
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We consider also matrices L'** and L formed in the following way:

L(K) — t_f(+ 1,K+1 E(K)T _ 1 QT ‘I'(K) 1 (DT
px ME Q Q&+vT @ QK+bp

® _ [trerxer BT 1 @ nclk o
LY = i;(K) M(K) - ® Q(K+1)T = @ Q(K+l) 2.

where MK = diag(u{**V), @, H'® pK ¢ Rr-K-1,

Now we formulate the inverse eigenvalue problem for the PBJ matrix.

Assume that for given sequences {u®}=K (K =0, ..., r) and {y®}=f
(K =0, ..., r=1) the following strong mtcrlace condlttons hold:

(i) pf"’ <p®*D <y (K =0,...,r=1:i=1,...,n—K—1),

(ii) v““<v"‘+”<v4"“ (K=0,. r—l; i=1,...,n—K-1).

Then we want {0 find a PBJ matrix T of order n such that

(iii) sp(T®) = (WK (K =0,...,7),

(iv) sp(T®) = (R k (K =0, ...,r—1).

In Section 2,we presént Lanczos’ algorlthm and we show how it may be
applied to the construction of a PBJ matrix. Before applying. Lanczos’
algorithm one should compute some coordinates of the orthonormal
eigenvectors of the matrix T: To this end, in Section 3 we give formulas for

these values and finally we formulate the algorithm of computing a PBJ
matrix. , "

2. Lanczos’ algorithm. Now we describe Lanczos' algorithm which in
some special cases yields PBJ matrices.

Let A be a real symmetric matrix of order n and let r be an integer such
that rp = n for some pe N. Let U, and U, be matrices of size n xr such that
UfU;j=0 (i#j, i, j=0,1), UTU; =1 (i=0,1), UTAU, is an upper
triangular, nonsingular matrix. We form the sequence of matrices
Uz ooty Upy My, ..., M, Ry, ..., R, as follows:

(@) Ro =R, = UT AU,,

(b) M, =UJ AU,,

(© Mi=UfA4U; (i=1,..., p-1),

(d) D; =AU-—U-M-—U,- R (=1,..., p=1),

€ D;=U; R (i=1, p—1).

Remarks. 1. In the block. Lanczos’ algorithm (see [1]). Uy =0.

2. The identity. (¢) denotes QR factorization of the full-rank matrix D;-
We assume that positive diagonal elements are chosen in R;. If D, is rank-
deficient, then the algorithm fails.

THEOREM. If the symmetric (n x n)-matrix A (n = rp, where r and p aré
natural) is orthogonally similar to the matrix T of the PBJ form
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R: R,
UTAU=T = R‘ A R, | UTU =1, U=[U,, ..., U],
R}T’ "Ry-y oM,
With nonsingular upper triangular blocks R,, .. R having positive elements

on the diagonals'in R, ... , R,_,, then the Lanczos algorithm (a)(e) starting
With Uy =U, and U, determmes IM;, RP- | and: (UL ,.

Proof. Smce AU = UT, it is easy to verify that with the notation R,
=R, Uy =Up,y and Uy =U, we obtam

' AU = U, ,R,T 14+ Ui M, +U,+,R (i=1,...,p.
H.Ence by the orthogonahty of the matnx U,

. UTAU, =M, (i=1,...,p),
and also

DiEU,'+IR'=AU-—U‘M'—U,‘-IR::’.—-I (i=1"’"’p"

This completes the proof because D, has a unique decomposition into a
Product of a matrix having orthogonal columns and an upper triangular
Matrix having positive elements on the main diagonal.

Remark. One can show that to determine the PBJ matrix T it is
Sufficient to know any two consecutive matrices U;_, and U;. In this case

Ugi 1 R =AUk =Ux Mg —Ug _RY_, (K =i,...,i+p—1)
With initial values M; = UT AU, and R,_, = UT AU,_,, using periodic
lnGle:xmg
Ug=Ug_,, Mg=M_,
ThUS, the knowledge of U, and U, is a sufficient condition (not necessary)

Or the construction of the matrix T.

From the above considerations it follows that to solve the inverse
ﬂgenvalue problem for a PBJ matrix by Lanczos® algorithm it is sufficient to
“mpute the first and last r rows of the matrlx 0%, In other words: if we

Mow the vectors pi?, ..., p® and p@,.,, ..., %, then .we can compute the
Watrix T taking ' |
A=diag(@”),  Uo=[p2s1, - "1 Uy =10, .., o0,

ang- Performing the Lanczos algorithm. (a)-e).

- 3, Constructlon of a Jacobl matrix. Now we dlscuss the way in which we
8ipute the. vectors p?, ..., p® and p©., ..., p? and formulate the
Agorithm solving the inverse eigenvalue problem.



282 W. Karczewski

Golub [3] gave some relationship among the eigenvalues of a symmetric
matrix, the eigenvalues of its right principal submatrix, and the vector of first
coordinates of the orthonormal eigenvectors of this matrix. In our notation
this relationship has the form

n—K-1

[T 9-p)
(1 P =L g———— (i=1,....,n-K).
TL (80— u0)
j=1
J#i
Formula (1) enables us to compute the vectors p¥ (K =0, ...,r—1)
because from the interleaving condition (i) it follows that the right-hand side
of (1) is positive. Moreover, we can pick the signs of p¥) arbitrarily, since
changing one sign is equivalent to mu]uplymg the corresponding eigenvector
by —1.
Now we determine the vectors p"" (K=1,...,r). To this end w¢

consider the characteristic polynomials of matrices L"" and L'®), It is easy to
check that

sp(L™) = {p®)2F,

whence
det (L —11) = ]‘[ (o -1

The form of the matrix L® may be used to prove that
det (LX) —1I)

n—-K-1 n-K-1
= (tk+1,k+1.—1) H (E+ D —t Z b(K)2 H (Mx+1)
i=1 1;&1
Equating both above expressions for t = u**! we obtain
. n-K-1
) ng)z H (u(x) (K+1) I‘I (M(KH) K+ 1))
;ae:
and, analogously for the matrix L%,
n—K—-1
3) b2 = n (WO —vE+ D)/ H (VD -y,
;a&x

Notice that the right-hand sides of (2) and (3) are positive. This follows from

conditions (i) and (ii). The numerators of the right-hand ‘sides have i—1

negat:ve factors each, and the denominators have i such factors each. Thus
~b®2 and —H®? are negative.
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Subtracting L'** from L*’ we obtain

b*) — ) = Akt tn—rrks1 Pyt
But fIpE3 1), =1, so
@ 2D = (6% bW/ 6%~ 5.

Formula (4) is properly defined since the nonsingularity of the upper
triangular matrix R, guarantees that 55 5 5. Notice also that with different
Combinations of the signs of the elements (X’ and HX there are generally
associated different values of the vectors p{** Y. It is thus necessary to verify
all combinations of sign changes.

Boley and Golub ([1], [2]) .proved that

n—K-1
g PP = =P Y (T AR - fO))
m=1
This means that if we know the vectors p®, p®  and %, then we can
1 .Pj

Compute the vector p{®. Let us remember that p{® may by computed from

(1), and 4% from (2). Thus all necessary vectors may be determined by
applying formula (5) repeatedly.
- This procedure is illustrated by the following scheme:

) -1 -2 1 0
pﬁlr—r - ps:—r'l!l - Ps:—r+)2 ... pgt—)l _’pL )
(r—1) (r—2) 1 0

Prr = Dasid1=" onn —’PS.—)z ""Pf:—)1
(r—2) 1 )

Po-r’ = ... = Py — pl?,

----------------

(1) (0)
« Pr=r+1 > Pn=r+2

(1) 0)
3 pn—r - p(n—r+l

(r—2)

(r—1) 1) 0
4 — P> “’---""Pf-—1“"P$)

-2 1 0
o= = -2,

(1) 0
coe Dp—3 .(——)2

(1) (0)
by —p3

- (0)
- Y.

Last of all we give the complete algorithm of the inverse eigenvalue
Problem for a PBJ matrix.

ALGORITHM. |
‘Data: (MK (K=0,..../., WE-K (K =0, ..., r=1)
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~Step I. We compute the vectors :p''; ..., pt? ‘and p\2, iy, ..., p¥ in

the following way: for j =1,

compute b~ from (2),

compute py~? from (1),

compute py=/*V from (3) and (4)

compute p' i=H Y from (5) (i = S r—j+1),

compute p¢i~i* from (5) (i'= 1 =i+ 1)

‘Whild computing with the use of formulas (2) and (3) one should keep in
inind " the" riecessity of verifying all sign' combinations. - Thus -the Lanczos
algorithm’ guatanteés only ‘essential constructlblhty of the PBJ matrix.

Step II. Using Lanczos’ algorithm - ‘we determine | the matrices
Upo ooty Upy My, ..., M,, Ry, ..., R, (formulas (1}{5)) taking '

Uo =[Pi2ss1s s 7L, Uy =27, .o, p¥1, A= diag(i*).

Then the matrix T determined by the Theorem is a PBJ matrix which
Solves the-above formulated eigenproblem.
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