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MINIMAX ESTIMATION AND
FREDICTION FOR RANDOM VARIABLES WITH BOUNDED SUM

L. In this paper the form of a minimax estimator d = (d,, ..., d,) of the
Par&fmeter m=(m,, ..., m), m = E(X]), is determined for the loss function
(2), in the case when the random variables X 1s ..., X, satisfy the conditions

(1) X, >0,..,X.20, X\+..+X <s.

An application to random variables with hierarchical structure (see (8) and
) is given. A prediction problem for random variables with bounded sum is
Considered. |

2. Let X' =(X},..., X]) be a random variable satisfying the conditions
X120,..,X.20, ‘+ ... +X.=s5, 5>0,re{23,..}.

Let x| xw x0 —(x¢9, ..., X¥), j=1, ..., n, be independent random
Variables having the same distribution as X’. Write X = (XM, ..., X"), m
=E(X), i=1,...,r, and let d(X) =(d,(X), ..., d,(X)) be an estimator of
the parameter m = (my, ..., m,). The problem is to find a minimax estimator
of m for the loss function

r

(2) Lim,d) = ) c;la—m}a;—m,),

: i,j=1
Where 4 =(a,,..., a) is an estimate of m and the matrix C = |lc,ll7 is
Nonnegative definite.

Denote
X;=Y X9
i=1
Let us consider an estimator d = (d,, ..., d,) for which
G d(X) = Xi+Bi/n

n+/n
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r
where 8,20, i=1,...,r, and Y B =s. For such an estimator
i=1

4 R(m,d) = E(L(m, d(X)))

(\/—+1)ZIJ 1 IJ

l'

J+1211 1

LE (Xi —m) (X —m)) + (m; — B) (m; — B,)]

¢; [E(X; X)) —28,m;+ B, ;]

is the risk function.
But

r r
Z CUX:X;—S Z c,-,-X,f
i,j=1 i=1
r r r
r 1 ! 1 ’
Y XX~ Y aXiX;—} ¥ c;XiX;

i,j=1 . i,j=1 hi=1

=-3 ) (ca+e;—26) X] X; <0,
1 .

because matrix C is nonnegative definite and X > O, i=1,...,r. Thus we
obtain

Let ey =(s5,0,...,0),...,=(0,0,...,5),

(5) R(m, d) <

(6) P(X'=¢)=—=p.

Then
E(X)=m;, E(X;X)=0 for i},
E(X}) = sm; |

and for each estimator (3)

Rm = —=— [ 3 cyfify=2ym)+s ¥, com]

(\/_ 1)2 Li=1
Suppose that there are a set AcR=1{1,2,...,r}, |4 >2, and
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Constants B,, ..., B,, v such that

7 ;.4 (cii"zcij)ﬂ_,- =p if ieA,

) j
2 (ca—2c)By<v if ieR—A4,
Jjed

Bi >0 for icA, p;=0for ieR—A4, } B =s. It follows from [4] that such
i1

4 set 4 and such constants always exist. For B,, ..., B,, v chosen in such a
Way we have

r

(Y ciBiBi+v)=c,

R(m, d) = ———
( (\/r—1+1)2 ij=1

if X" js distributed according to (6) with m; =0 if ieR— A, and
R(m,d)<c

for any distribution of X', |

One can view the problem of finding a minimax estimator of the
Parameter m = (my,...,m) as the problem of determining a minimax
Strategy in a game against nature: the nature chooses a distribution of the
fandom variable X’, the statistician chooses an estimator d of m = E(X’), the
Payoff is the risk function R(m, d). Choose a mixed strategy of the nature in
the following way: : |

(S) At first choose the parameter p = (p,, ..., p,) according to the density

r (s; o)

I"(cx,-l) F(oc;s)
0 otherwise

(A = {iy, ...y ishs 4 = (/1/5) B).

and later, choose the distribution P of X’ according to (6).
It is not difficult to verify that the estimator defined by (3) and (7) is a

ayes estimator with respect to such a mixed strategy of nature, and we have
Proved

TheoreM 1. Each estimator d = (d,, ..., d,) with d; defined by (3), where
the B, are chosen according to (7), is a minimax estimator of the parameter m

=(m,, ..., m,) for the loss function (2). Such a minimax estimator always
-€Xists, :

g(pl, veay pr) —

g~ . -
Py - Dby if p, >0, k; p, =1,
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In [4] it is proved that Y, ..., B° satisfying (7) are solutions to the
equation

r

s Y bt~ T cyBPB)=max(s ¥ cubi= 3 i)

ij=1 i=1 i,j=1

where the maximum is taken over the set of (8, ..., B,) such that g, > 0 for
i=1,...,r and Z B; =s.

Taking into account the maximin strategy of nature defined in (S) on¢
can notice that each estimator (3) with B; satisfying (7) is a minimax
estimator of the parameter p = (p,, ..., p,) of the multinomial distribution

n! x x,
P(X) =x, ..., Xr:xr)=—_“x—? pll oo Pr

for the loss function

L(p, a) = Z Cij (a;—p)) (aj - Pj)

hi=1

if matrix C is nonnegative definite. This was proved in [4]. Our
considerations are partly based on this result.
Let the random variable X’ = (X1, ..., X)) satisfy the conditions

X;20,...,X20 Xi+..+X.<s, s>0,r=12,...,

. r
and let the loss function be given by (2). Let us define X/, , =s— Y X;and
i=1
Gr+1=0fori=1,...,r+1. Then we are in the situation considered in this
section and there exists a minimax estimator d = (d,, ..., d,) of the parameter

m=(my,...,m,) of the form (3) with §;>0,i=1,...,r and ) B, <s. In
i=1
the case r = 1 the problem was solved in [1] (B, = s/2).

3. Let X'=(X1,,..., 1sys -+ Xp1s -.-» Xys) be a random variable
satisfying the conditions

® 3% Xa=s X0

Let my =E(X}) and let XP, X9, X, Xy (i=1,...,r, k=1,...,5; J
=1, ..., n) be defined as the corresponding random variables is Section 2.
Let the loss function be of the form

r S;

9) L(m, &) = Z ci{a—m)*+ Z Z Cir (@ —my)?,

i=1 i=1 k=1
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‘ Where'

8 S
m; = Z My, a = Z Qix»
k=1 k=1

%20, ¢, >0 and d=(a,,, ciis Big s oees Gpy, .ony Gyg) iS an estimate of m
=My, .., Misys ooes My oo, My ). Consider the estimator d =(d,,, ...
""dul, coestyy, ..., d,s) of m for which

(10) | dy, = w

n+\/r_1 ’

Where
B = 0, }E 2: By =s.
i=1 k=1

Denote

5 _ 8

Xi = Z Xnu ﬁi = Z Bx‘k'

k=1 k=1

Then

400 = 3 dy(r) = Kitbr
k=1 n+ \/;
S the corresponding estimator of m,. From Theorem 1 it follows that there
SXISts an estimator d of m, with dy given by (10), which is minimax. In paper
3 method of determining the constants in the case s =1 is given (it is
one for the multinomial distribution). I think that a modification of this
Tethod may be used when

r Si
Z Z ;k <, !{k = 0.
i=1 k=1
Thi When ail cix = 0 in (9) a simple method to determine B; is given in {2].
S was also found for the multinomial distribution.

1 4 Let X' = (X}, ..., X;) be a random variable satisfying the conditions

Yzhand let X, xt; YY" x0 = (x9, .., X9), j=1,..., ny,

=Y, ..., Y®), k=1, ..., n,, be independent random variables having

the same distribution as X' Let X = (X, ..., X™), ¥ = (Y™, ..., "),
n r2

X=Y X, %=Y ¥,

i=1 k=1

Y=(Y,, ..., Y).
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The problem is to find a minimax predictor of ¥, based on X, for the loss
function

r

(11) | LY,a= ) cjla—Y)a-Y)

ij=1
where @ =(ay, ..., a,) is a prediction of Y and the matrix C=|lcll7 s
nonnegative definite.
Consider a predictor d =(d,, ..., d,), where
(12) di(X)=aX;+b, (=1,...,0).
In this case
R(m, d) = E(L(Y, d(X)))

r

= Z ¢ {(@® ny +ny) E(X; —my) (X;—m)

+[b;—(ny—anym][b;—(ny —any) m;]) .
Assume that
(13) a?ny+ny = (ny—an, 2,

(14) , b; = (ny—-an,) g;,

where f;20,i=1,...,r,and ) p; =s. For the predictor d satisfying these
' i=1

conditions we have

r

R(m, d) = (ny—an))* ) ¢;[E(Xi—m)(X;—m)+(m—B;) (m;—B)]

ij=1
< (ny—an,)’? [Z ¢ii (Bi Bj—2B;m) +s Z Cii 1 ]
i,j=1
(see (4) and (5)).
Equation (13) holds surely if
ny nz---\/n1 ny(ny+n,—1)
(15) a= ny(n,—1)
(n,—1)/2 for n, =1.

‘Let us notice that a =0 if n, = 1.

On the other hand, for any predictor d the risk function may be
presented as. follows

R(m,d)=E[ Z ¢y (di (X)— Y)(d;(X)-Y))]

l"-
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r

= E[ Z Cij(di(X)‘“nzmi)(dj(X)—"Z m.l)]

ij=1

+ Z iy E(Y,—nym) (Y, —nymy),
ij=1
Where the second term is independent of d. Taking this into account one can
pl‘ove.that for n, > 1 the predictor d, determined by (12), (14), and (15), with
B; satisfying conditions (7), is Bayesian with respect to the mixed (maximin)
Strategy of nature defined by (S) with
ai=£%in—lﬁ,- (i=1,...,r).

F‘?r n; =1, to define the strategy of nature, one can choose with probability
Lin (S) the parameter p = (py, ..., p,) equal to (1/s)(8,, ..., B,) obtaining the
Same conclusion. Then, similarly as in Section 2, we obtain

Tueorem 2. Each predictor d = (d,, ..., d,) with
di(X)=aX;+(my—an)p;, (i=1,...,1),

wherfz a is given by (15) and B, are chosen according to (7), is a minimax
pr edfctor of the random variable Y= (Y,, ..., Y,) for the loss function (11). Such
9 minimax predictor always exists.

. In a similar way as in Section 2 one can find the conditions for the
Minimax predictor of Y in the case

X,>0,...,X.20, X, +..+X <s.
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