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TWO ONE-STEP METHODS
TO SOLVE THE INITIAL VALUE PROBLEM

1; Description of the problem. The system of ordinary differential
€quations

(1) Y =f(x,y), yla) given,

'8 solved by a one-step method.
it "tl?he one-step method is realized with automatic step size control. The
absgllon whet}.the step-length depends on the tolerance or on the interval of
Pl‘ocelcllte stability may be recognized by the algorithm. In this paper the
ure sodel s (in ALGOL 60) which realizes two one-step methods of the
St order and two-stages recognizes this situation automatically.

. 2. Description of the method, Two one-step methods &, and &, of the
St order and two-stages are used. The method @, is given by the formulae
Yus 113 = Yn+ (3o, |
T Yn+1 =Ynt Hussa-

he method &, is given by the formulae

‘ ¢2_ Yn+113 = yn+(h/3)f;l!
Yne1 = yn+(h/2)(ﬁu+f:-+1/3)-

1 and &, are applied to the test equation

: Ql:

¢

y =2y, y(0) given, AeC

wit . . .
Whlh Constant step h, then these methods yield a numerical solution {y,}

Ch satisfies a recurrence relation of the following form

' yn+1 = W(Z)ym
Whete 2 = 3 and w(z)—e* = 0(22).
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For the method @, we have
w(z) = 1+z+:%/3

and the interval of absolute stability is (—3.0, 0). .
The method &, has the interval of absolute stability (— 6.0, 0) and the

polynomial is
w(z) = 1 +z+2%/6.

In. the pr.ocedure sodels the method @, is mainly used. The method &,
is realized with the step h (solution y,.,) and with the step h/2 (solution

yn-l-l)' For j)—n-i-l. we ge;
j}-n-ﬁ-l =W2(:/2)yn'

Richardgon’s extrapolation is applied and the new numerical solution
y¥,. is obtained

Yi+1 = wW*(2) y,,
where

w*(2) = 2w? (z/2) - w(z)
and (‘seg‘ (2]
| W (1)~ = 0(z*).
For the method &, we have
wh2)—e* = 0(2Y).

The solutions obtained by the method @, are “constructed” without

computation of the function f (x, y). The realization of the methods &, and
®, together requires 5 evaluations ‘of the function f(x,y) in the interval

[x,, Xu+h]. The step size control mechanism (see [1]) is applied, two step
sizes h and two solutions y¥, , (one obtained from &, and another from ;)

are proposed. The method which gives the greater # is realized in the current
step of integration.

3. Numerical example. The initial value problem has the form
y1 = 10sgnsin (20x)y,,  y,(0) = 0,
yg" = — 10sgn sin'(20x) Yy, y2(0)=1.
The exact solution of this problem are the following functions:

Y1(x) = [sin ioSc]; Y2(x) = |cos 10x].
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~ Below, in Table 1, the results obtained by the methods @, and &, are
given. In Table 2 the results obtained by the method @, + @, (the procedure
Sodels) are presented. As results the relative error (Yu—y(x))/y(x,) and the
Number of function evaluations of f(x,y) (Lf] are given.

TABLE 1
?, ?,

X &= ,0—4 Lf] ¢ =,0—4 [f]
1.0 —764,,—4 3978 —-6.66,,—4 3346
—4.13,,—4 —1.46,,—4
TABLE 2
b+,

x £=q10—4 [/]

1.0 1.79,0—3 1598
—2.70,,—4

4. Algol procedure. The procedure sodels has the following parameters.
Data:

= — value a in (1),

x1 — value of the argument for which the problem (1) is solved,

€ps — relative error (the given tolerance),

Zra — numer which is used instead of zero obtained as solution,

o — initial step-size, '

Min — minimum allowed step-size,

" — number of differential equations,

YUI:n]  — vector with the initial data y(a) in (1).
Results:

: — value of xI,

— step-size to the next integration,

YII:n]  — vector with the solution at point x].

Additional parameters:

'?tel’h ' — label outside of the body of the procedure sodels to which a
jump is made if |kl <hmin or sgn(h)xsgn(xl—x) - 0:
increasing eps or decreasing hmin it is possible to continue

7 the computations,

— procedure with the heading: procedure f(x, n, y, d); value x, n:
real x; integer n; array y, d; which computes the right-hand
side of (1) and assigns them to d{1:n].
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procedure sodels(x,xl,eps,eta,h,hmin,n,y,steph,F);

value x1,eps,eta,hmin,n;

real x,x!,eps,eta,h,hnin;

integer n;
array y;
Jabel steph;
procedure f;
begin

real hh,hhh,wh,ws,ws1,ww,wi,w2,w3;

integer i;

Boolean last,stab; .

array d1,ys1,ys2,y1,y2,y3,yk[1:n];
ii_abs(h)<hminvhxsign(x]-x)sg
then go to steph;

lasti=false;

if abs(h)zabs(xl-x)

then

last:=true;

h:=x1-x

end h>(x1-x);
eps:=.5/eps;
f(x,n,y,d1);
sonth:

hh:=5xh;
hhh:=.5xhh;
w3:=h/3.0;
ww:=f5:w3;‘
for i1 step 1 until ndo

begin



wli=y[i];
w2:=d1[i];
YI0i Ji=wi+w3xw2;
Y201 Ji=w l+www2
e i;
FOtw3,n, y1,y3);
for i:=l step 1 until n do
b

N

[1:]

wli=y[i];
w2:i=y3[i];
YI0i Jemwithow2;
YSILi J:=wil+hhx(d1[ i J+w2)
end i;
f(>ﬁ+m~,n,y2,y3);
Tor i:=1 step 1 until n do
Y20i D=y § Jrhhxy3[i J;
Flxrhh, n,y2,y3);
for i:si step 1 until n do
begin
- Wha=y2[i];
W2:=y3[i];
Y4[i]:=w1+wwxw2;
YS2[ i J:=wl+hhhxw2
end i;
Flxshtvim, n, yh, y3);
WS laww:=,0;
f&[ =1
begin
wsl:=y3[i];

step 1 until ngg

W2i=y2[ | J+hhxws 1;

Initial value problem
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w3:i=w2-y1[i];
wli=y3[il:=w2+w3;
w3i=abs(w3);
wl:=abs(wl );'
if wi<eta
1:_h__e_n_ wl:=eta;
wli=w3/wl;
I wi>ww
then ww:=wl;
w2:=ys2[ i J+hhhxws1;
w3:it=w2-ysl[i];
wl :=ysl[i]:=w2+w3;‘
wl:=abs(wl);
w3:=abs(w3);
if wl<eta
then wl:_=eta;
wl:i=w3/wl;
if wlsws
then ws :=w1l
end i3
stab:=ws<ww;
if stab

then wwi=ws;
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ww:=if ww=0 then eta else Sqre(epsxww)x1,25;

hh:=h/ww;

if ww>1.25

if abs(hh)<hmin

then go to steph;
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last:=false

end ww>1,25

—

for i:=1 step 1 until n do
yLil:=ysi[i]

ﬂ‘lﬂ

else

for i:=1 step 1 until n do
ylid:=y3[il;

If last

then go to endp;

f(x,n,y,d1);

W1==x1-x;

wh :=h;

if (wi~hh)xsign(h)<0

[nd

hen

hh:=wi;
1ast:=_t_:ﬂ£
end (wl-hh)xh<0
end ww<1,25;
hi=hp;
0 to conth;
endp:
hi=wh

&nd sodeis;
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