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INCOMPLETE HOMOGENEOUS MULTIRESPONSE MODELS:
ESTIMATION

L Introduction. Models being a generalization of those described by
Sﬁvastava [5], [6] and by Caliski and Kozlowska [2], referred to as
lI}C'Ornplete homogeneous multiresponse models, are further considered. The
Simple least squares estimators of treatment contrasts are presented.

The purpose of this paper is the development of a method of estimation in
‘Multivariate experiments in which a different subset of the variables under
Study is observed on each of the disjoint subsets of experimental units. If all
! variables are observed on each unit, the experiment is called a complete
Multiresponse experiment. Otherwise, it is called an incomplete muitiresponse
€Xperiment. So, one can say that the term incomplete refers here to variables.

Let Y, denote the (n; x t})-matrix of observations from the i-th subset of
CXperimental units, i =1, 2, ..., u. The adopted model is

(L1) (y (U}, 4] [FM] MiZMi®I,.,),

Where [U;, A] is the design matrix in which the (n; x s)-matrix U} corresponds
t0, the (s,xt)matrix Z, of unknown parameters, and the (n;x v)-matrix
4; corresponds to the (vxt)-matrix 'M, Here I' is the (vxt)-matrix of
treatment parameters, and M, denotes the (¢ x t;)-matrix obtained from the
ld‘°511ti‘ty matrix I, through elimination of columns corresponding to variables
Which are not observed on the i-th subset of variables. The matrix X is the
Unknown covariance matrix of the elements in each row of the matrix of
Observations if these rows are complete, I, is the n; x n; identity matrix, and
® denotes the Kronecker product.

The above i-th model describes observations of units from the i-th subset
of units only. Now it is convenient to use the operation vec, which transforms

€ matrix 4 = [a,, a,, ..., a,] into the vector [a}, a3, ..., @], to construct
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the model of observation of all experimental units. We assume that this model
is of the form

(1.2) (y, (v, 4] [S:l, E*),

where
vec Yy 1, U, 0
y=1 ..... , U=1......... .. ,
vec Y, .0 I, ®U,
R4, [ vec E,
(1.3) A= }..... s, &= 1..... , y=vecl,
M,®A4, vecZ,
[ ML, ... 0 ]
2= | .
0 M;EM,@I,,H
It is convenient to use the matrices
(1.4) C.=4D4;,, i=1,2,...,u,
where
(1.5) @, =1-U(UU) U,

DEFINITION. The incomplete multiresponse model (1.2) is called homo-
geneous with respect to the positive definite symmetric matrix X if there exists
a set of X-orthonormal vectors w;, jeZ, which satisfies the relations

(1.6) Ciw; = 4;;Xw;
for every i, i=1, 2, ..., u, where

Z= {i:\_/l,.j> 0}.

- In the above definition the matrix X is described. It is a certain positive
definite symmetric matrix. Although various suitable matrices can be chosen,
there are two of particular interest: X =1 or X = (44")" .

' 2. Least squares estimators. The simple least squares estimators of £ and
7 in the model (1.2) are obtainable by solving the normal equation

¢ ofg]-[5)

Applying the lemma from [4], p. 27, and the theorem from [3], p. 22, we obtain
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the following forms of these estimators:

(2.1) E=UU) U[I-4C 4®]y, 7=C Ady,
where
1, QP, 0
2.2) o= | ............ ,
0 1,.®®,

D, is given by (1.5), and C~ is a certain generalized inverse of the matrix

C. is given by (1.4). It is evident from equalities (2.3) and (1.6) that the vectors
@®w), I=1,2,...,t, jeZ, are eigenvectors of C with respect to I,®X

u
corresponding to the eigenvalues ), myd,, where my, is the (i, [)-th element of
i=1
the matrix M, M., and e, is the (t x 1)-vector with the I-th element equal to 1 and
Other elements equal to 0. It is convenient to use a decomposition of

C according to the formula

(24) C Z Z [( Z mll tj)(elel®Xw g X)]

jeZleL; i=1
Where

Li={l\/my,;#0}, jeZ.

Hence one of the possibilities of the generalized inverse of the matrix (2.4) can be

"

(2.5) C™ =3 Y (X midy)~ " (cei@ww)].

jeZleL; i=1

We want to estimate the parametric function
clrd = (d®c)y =z,

Where ¢ is a certain (v x 1)-vector whose components sum up to zero, and d is
a (tx 1)-vector. It is known (see, e.g., [1]) that each function z'y, if it is
estimable, may be written in the form

(2'6) 'y = Z Z gjlz;j?:

jeZ leL;
Where ¢ p are certain numbers and z,; = ¢,®Xw;. The above formula shows

that the estimator of z'y may be obtamed as the linear combination of the
estimators of the contrasts zjy, jeZ, e L;, which are called basic contrasts.
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Using (2.1) and (2.5) we obtain the unbiased estimator of z;y in the form
(2.7) S (21 myd;) " (e @w)ADy,

which, using (1.3) and (2.2), can be written as follows:

(2.8) ziiy = ( ._il myi;)” He®@w) -i (M, @4;®,) vecY,.

This equation shows that the estimator of zj;y is the linear combination of
estimators of this function in the model (1.1) for i=1,2, ..., u

Not in every model of the form (1.2) the best linear unbiased estimator of
the parametric function zj;y exists. When this estimator exists, it is the simple
least squares estimator (2.8). The condition of the existence of the best
estimator of the parametric function in the general linear model was given by
Walkowiak [7]. For the case considered here this condition is the following:

M{E, M M@ D, 47 X W
29 @ | ... .. ... .. . ;| <€ |.... ...
M, MM, A, M.Q D 4,

foreachg#1,9,1=1,2,...,t, where () denotes the column space of the
matrix (), and 2, = (¢;+e,)e,+¢,) if the g-th and [-th variables are correlated,
and X, = 0 if these variables are uncorrelated. From (2.9) it follows that the
best unbiased estimator of zjy exists in the model (1.2) if

1. all variables are uncorrelated or |

2. this model is complete, ic., when t,=t, i=1,2,...,u, or

3. each of variables which is correlated with the I-th variable and observed
together with it at least in one subset of experimental units is not observed in
a subset without the [-th variable or if that variable is observed in such a set,
say k, then 4,; =0. _ ‘

THEOREM. In the incomplete homogeneous multiresponse model (1.2) the
simple least squares estimator of the function zjjy is of the form (2.8). This
estimator is the best one if and only if the condition (2.9) holds.

Due to (2.8), the unbiased estimator of the parametric function z'y having
the form (2.6) may be given as follows:

(2.10) Zy=3 ¥ gazipr-

JjeZ leL;j

It is the best estimator of z'y when each basic contrast from the formula (2.6)
has the best estimator in the considered model.

:3:. Example. To make these concepts clear we illustrate the above
considerations with a simple example. |

Consider an experiment carfied out in a row-and-column design with
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? treatments (4, B, C) applied to n = 30 experimental units which are divided
Into two disjoint sets of n, = 21 and n, = 9. Units from the first and second set
are arranged into 7 and 3 rows and into 7 and 3 columns, respectively. In the
described experiment, 3 distinct variables are observed but for each n, unit the
first and the second of the variables are observed and for each n, unit the
S¢cond and the third ones, that is

1 0 0 0
0 0 01

Patterns of a dislocation of treatments and experimental units are the
following:

—AB—-~—-C —
1 2 3
——AB-—-~C
4 5 6
C——AB-— AAA
7 89 222324
—C—-——-AB - B BC
10 1112 252627
—-—C—-—A4AB C(CCC
13 1415 282930
B—--C—-—-—4
16 17 18
AB—-—-C——
1920 21
Number of ~ Number of experimental units

variables 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 116 13 12 16 15 13 11 17 15 12 18 16 14 18 17
4 6 6 5 7 7 5 4 8 6 5 9 7 7 9
\ -
Number of Number of experimental units

variables 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
\__

1 14 13 19 17 14 15 — — - — - — - — -
2 7 8 6 5 8 8 4 5 6 8 9 8 6 6 7
3 — - — - — — 50 47 49 43 42 51 54 51 53
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It can be seen that matrices (1.4) take here the forms

2 -1 -1 0 0 0
4
C1=z[—1 2 -1, C,==-10 1 —1].
-1 -1 2 0 -1 1
Eigenvalues of these matrices with respect to X = I, are
A =T, Ap=T7, A3=0, 1,,=89, 4,=0, 1p;=0.

These eigenvalues correspond to common eigenvectors

wo=(14A/D0 1 —17, w,=(/,/6[-2 1 1T,
wy=(1//301 1 17

of matrices C; with respect to I, (i = 1, 2). Hence we can say that the model of
the considered experiment is homogeneous with respect to the identity matrix
L,

Let us consider estimability of two parametric functions

([0 0 11®[1 —1 0])y and ([—1 0 1I®0 1 —1])y.

These functions may be written as follows:

([0 0 1I®[1 —1 ONy= —(/2/2([0 0 11®w))y
~(/6/2([0 0 1]®w)y,

(-1 0 11®[0 1 —1])y=./2([0 0 11@w))y
—J/2([1 0 0l®wy)y.

From the relation (2.6) we know that the first of the above functions is not
estimable because for | = 3 we have m;34,, = 0 (i = 1, 2). The second function
is estimable and its estimator is equal to —10. It is the best unbiased estlmator
if and only if 2,,=2,,=0.

In the considered case there exist functions, e.g., the functions (e5;®c’)y,
with the best unbiased estimators.
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