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MINIMAX CONTROL OF A SYSTEM
WHICH CANNOT BE OBSERVED WITHOUT ERROR

0. Imtroduction. The paper is devoted to the problem of minimax control
in the sense determined in [6]. It deals with the discrete-time linear stochastic
system with additive disturbances the distributions of which depend on an
unknown parameter. Various problems of minimax control of such a system
are solved under the assumption that the states of the system are exactly
observed (see [4]-[6]). In this paper it is assumed that the system cannot be
observed without error. This additional difficulty causes that the assumptions
about the disturbances are less general than the ones in the quoted papers.

The problem considered in the paper is exactly formulated in Section 1.
The Bayes and the minimax control strategies are found in Sections 2 and 3,
respectively. The results of both these sections are obtained under the
assumption that the distribution of the initial state is given. The problem of
minimax control when the initial state has a distribution depending on an
unknown parameter is considered in Section 4.

Another approach to minimax control and other systems are considered,

e.g, in [1]-[3].

1. Let us consider a discrete-time linear stochastic system defined by the
equations

(1) X,p=0X,tou,+v,V,, n=0,1,...,

where X, is a state variable, u, is a control, w, is a random actuation error
which is introduced into the system by exercising control, V,, V,,... are
random disturbances, and «,, 7, are given constants. We assume that the initial
state X, is a random variable having a normal distribution with mean m, and
variance g2. We denote this distribution by N (m,, g3).

We deal with the problem of control of such a system when we cannot
observe it exactly. Specifically, we assume that we observe a process
V., Y. o), n=0,1,..., where ' '
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(2) Y, =eX,+Z,

with ¢, being a given constant, Z, being a random variable having the
distribution N(0,07), o5 being known. It may also be true that ¢, # 0 and
o? = 0 for some value of n. The state X, at this stage can be observed exactly.

We assume that, for every n, w, has the distribution N (u,,, v2) and that
Vo, Vi, ... 18 a sequence of identically, normally distributed random variables
having the density

1
(3) S(/d) = —=cexp [
J

_(v—iq)z:l
2ng ’

2g

where g > 0 is a given constant, whereas A is an unknown parameter.
Let N denote the horizon of control. The horizon is assumed to be
a random variable with the distribution

M
PIN=k=p, k=0,1,...,M,py>0, ) p,=1.
k=0

We assume that the random variables N, X,, V,, @,, Z,(n =0, 1, ...) are
independent. _ . .
- The following data ‘are available at the time n:

Vn-.l:(VO,---a Vn-l), Y"—lz(YO""’ Yn—l)’ wnhl-_—(wo""’w”_l)’
Uﬂ“l = (uo, “eey u"__l).

For convenience we denote the vector (V" 1, Y"1, o"" !, U" 1) by W™

We assume that the control u, is a Borel function of W™ Let u,, ..., u,, be
the controls. The vector U = (uy, ..., u,,) is called a control strategy. For the
given control strategy U we define the risk function as follows:

4) R(A,U)=E, {Ellzv: [(X;, 4, ) AD (X, A, )"+ ku?]}

N .
9_-5 EPE}- Z Li(X;‘s 2':'ui)p
i=0

where E_ () denotes the expectation with. respect to the distribution of the
random variable N, E,() denotes the expectation with respect to the
distributions of the random variables X, w,, ¥, (n=0,..., M) when A is
a fixed parameter of density (3), A = [a}];,5,i =0, ..., M, are nonnegative
definite matrices, af} > 0, k, > 0.

For the prior distribution = of the parameter A and for the control strategy
'U we define a Bayes risk connected with = and U as follows:

r(z,U)=E,R(A,U),
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Where E_()) denotes the expectation with respect to the distribution 7. The
Bayes risk is here the cost of control.

 Acontrol strategy U * is called a Bayes control strategy (with respect to the
distribution ) if

r(n,U*) = inf r(n,U), -

Uedy

}Vhere 4, is the class of control strategies U for which r(x, U) exists, maybe
Infinite.

We sometimes have the information that nel’, where I’ is a known
Subclass of the class of all prior distributions of A. Let us denote the class of
Control strategies U for which r(n, U) exists for each nel” by 4,. A strategy
U is called a minimax control strategy with respect to I', I'MCS, if

supr(n,U) = inf supr(x, U).
nel Uedp mel

Our principal aim in this paper is to find I’ MCS under the assumption
thi}t I is the class of the prior distributions of the parameter 4 which have
Uniformly bounded second moments.

It is well known from decision theory that the minimax decisions are very
often found among the Bayes or extended Bayes decisions. Thus, in the next
Sec_tion we shall find the Bayes control strategies with respect to the conjugate
Prior distributions. '

_ 2 Let us suppose that the parameter A of density (3) has the prior
distribution ng, with the density

_ 2
(5) g, B,1r) = \/%exp[:—g(l—%) ],

V‘fhere B and r are real constants, # > 0. It is well known that then the posterior
distribution of the parameter 4 has the density

(6) gA/vr 1) =g @, Bp )

Where

0 B, = B+ng, r,,=r+nilV,-.
i=0

It is easy to verify that the conditional distribution of the random variable
V. given the vector ¥"~! has the density

® f(u/vn-1)=\/2—n—f—;—;exp[‘z%:(”""%) ]

Note that g(1/W") = g(4/V*~1) and f(o/W") = f(o/V""").
Since the distribution of the initial state X o 1s assumed to be a normal one













































