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A note on integrals of distributions

1. Introduction. The notion of a definite integral of a distribution 
over the w-dimensional space was introduced by L. Schwartz in [5] and 
[6]. Let x =  {хг , , %n) be a point of the w-dimensional Euclidean space 
Bn and let us write

fiPl+...+Pn
jy p  —  ________________

dxf1... дя?пп 1

where p =  (pi7... ,pn) and Pi are non-negative integers. L. Schwartz 
denotes by 38 the J50-space of all infinitely differentiable functions у 
such that all derivatives of у are bounded, with pseudonorms

IMIp =  s u p l-D X a O l,
x eR n

and by 38 the subspace of all у *38 such that Dpy(x) -> 0 as \x\ oo for 
every p ([4], Chap. V I, § 8). Now, denoting by @'L\ the strong dual of 38, 
it is proved ([5], § 21, Prop. 1 ) that 38 is the strong dual of 3$'Li . In particular, 
the function <p(x) =  1  defines a linear functional <T, 1 > continuous over 

and this functional is called the integral of the distribution T  over Bn) 
distributions belonging to &Li are called summable. The concept of in­
tegrating distributions was developed by J. Mikusiński and B. Sikorski 
for one-dimensional intervals ([1], 19.1) and by B. Sikorski for many­
dimensional intervals ([7], §2); the starting-point of their investigations 
is the formula for differentiation of indefinite integrals.

The purpose of this note is to define the integral of a distribution
T e@ ' as a set function j T xdx whose values are distributions, where Q

.o
is a bounded measurable set in Bn, and the integrals j T xdx and f\Tx\dx

Rn Rn
run over the whole space Bn. I t  is proved that f\Tx\dx exists if and only

Rn ^
if T  is summable in Schwartz’s sense; in the case when Te3>Li, Schwartz’s 
integral coincides with j T xdx. On the other hand, 2.3 shows that, in the

^n
case of a one-dimensional interval, the definition of ) T xdx given here

a
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coincides with the definition of J. Mikusiński and E. Sikorski, given in 
[1 ], 19.1, formula (1). The definition of E. Sikorski [7] may also be shown 
to be equivalent to that given here in the case of integration over En; 
hence, the integrals of Schwartz and those of Sikorski over Rn are also 
equivalent.

2. Integral over a bounded measurable set. Denote by Xa(%) 
the characteristic function of a bounded measurable set Q C Rn, and let

Xoix) =  Xo(—x)‘
Let T  be any distribution. Then there exists a convolution T*%% 

([4], Chap. VI, Theorem 1).
Definition 1. For an arbitrary distribution T, the distribution

/ Txdx =  T*xa  ,
n

is called the integral of the distribution T over the set Q. If Q is an n-dimen­
sional interval £ <  x <  rj, we write

V
J  T xdx =  J  T xdx.
o i

2.1. Let Те9)' and cpe<2). Then

( / Txdx) (<p) =  Ty ( J<p(y — x) dx) =  J  Ty (q> (у — ж))dx.
n a Q

Proof. We have

( / T*dx){y) =  (T*xS)(<P) =  Ту\Га(<р(я+У))\

2

=  Тъ\хв{<р (У — х ))\ =  Ty{ j  <p(y~x)dx).
а

However, Ty[<p{y — x)) is an infinitely differentiable function of x , whence

( J  Txdx)(cp) =  ixa*T){(p) =  Xo [Ту(*р{® +  У))\
а

=  Xa\Tv(<p{y-x))\ =  J Ty((p{y — x))dx. 
a

Eemark. In particular, it follows from 2.1 that, if T  is a locally in- 
tegrable function T(x ), then the distribution j T xdx is a function

О

(J Txdxj(a!) =  J  T (t)d t,
а а+х
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where QĄ-x means the set of vectors of the form t-j-x with teQ. Moreover,
( j T xdx)(0) — jT (x )d x  (in the one-dimensional case, cf. [1], 19.1, for- 
q a

mula (3), where the authors define an integral of T  over the interval
n

( I ,  г)) as the value of the distribution f Txdx at the point 0).
£

2.2. Writing p =  (р г , ..., pn), \p\ = p 1 +  ... +  pn, we have 

[ f  DpTx(kcf<p) =  f T xdx)(IF<p)]
Si Si

for every (ре.2.
In 2.3 and 2.4 we restrict ourselves to the case of a one-dimensional 

interval. This restriction is essential in 2.3; in 2.4 it is made for the. sake of 
brevity.

2.3. Let Te@ ', 8' =  T. Write (rh(p)(x) =  sp(x-h ), (rhT)((p) — T {r_ hsp) 
for spe 2. Then

n
(/  Txdx) (<p) =  ( T _ , S -  T _ s « ) ( 9 » ) .

Proof. Take a with j  q)0(x)dx =  1. Then
— oo

X

8(<P) =  XT(v , ) - T \  f  (<p-in )(t)dt\,
—  OO

00

where a — J cp{x)dx. We have
—  OO

(r_n8 — r^8)(<p) =  8х[<р(я—у) — (р(х— $)].

However,

j  \<p(x — r)) — (p(x— £ ) ]d x =  0 ,

whence

- }S )W  =  - 2 '{  J
— OO

n n
=  T x ( f  <p{y — v)dy} =  [ j T xdx) {(p),
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2.4. I f  Те Si' and yeS, then

д
dr) =  T v(v{y—v ))f

д

д£
T~dxW ) ]  =  - п  (?> (»-«)■

P roo f. For instance, the first of the above formulae follows from 
the formula

1
T)+łl t) .

[(J Txdx^{cp)~ ^  T xdoĄ{yĄ - T v{y (y -y ))j

<р(у — х ) — <Р(У — Ч)
'h

dx ?

since the set of functions щ я(У) — v [<?(?/ —#) —99(2/ — *?)] with 0 <  x <  h’ h
and 0 <  h <  1 is bounded in S.

n
3. Integral over Rn. We shall investigate the behaviour of j T xdx

(
as I  -> — 00, rj -> 00 (i.e. , ..., fn -> — 00, , ..., уп -> 00). We adopt
the following

Definition 2. We shall write

( /  (<P)
Rn

n
:lim  [ (/ ^ ^ jO p )],
£—>•—00 1
?/—>0O

and call f T xdx the integral of the distribution T over Rn if the above 
Rn

limit exists for all yeS.
Remark. I f  f T xdx exists, it is a distribution, and the distributions

Rnn
J Txdx tend to f  T xdx as £->  —00, у -> 00, where convergence is under - 
I Rn
stood in the sense of strong convergence in S ' ([4], Chap. I l l ,  Theorem 13).

00
3.1. Let n =  1, Те S ', and let 8' — T. The integral j T xdx exists if

—  OO

and only i f  8 has limits at infinity, i.e. lim {т_$8 )(у ) and Ит(т_.^^)(9?)
f— 00 T)~>CO

exist for all yeS. Moreover,

J  Txdx =  Шп(т_,,$) — lim (r_fi8).
■ 00 *1-+°° {-► -00
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3.2. The formula

( j  Txdx}{<p) =  j  Ty((p{y — x))dx
R n R n

holds for every cpeB, the left side of the formula existing i f  and only i f  the 
right side exists.

3.3. I f  j  Txdx exists, then j D pTxdx exists also and is equal to 0.
R n R n

Propositions 3.1, 3.2 and 3.3 are obvious consequences of 2.3, 2.1 
and 2 .2 , respectively.

Definition 3. The integral j  \TX\ dx is the non-linear functional over В
R n

defined for all ye В  by the formula

( f  \Tx\dxy<p) =  j\ T v(<p{y-x))\dx.
R n R n

3.4. The integral j\Tx\dx exists i f  and only if  TeB'Li.
R n

Proof. TeB'Li is equivalent to T*cpv eLl (Rn) for every yeB, where 
(pv(x) = 9 o(—x) ([4], Chap. VI, Theorem 25, 2°). But

(*) (T * 9>v)(a?) =  Ty(<p(y-x)),

and the existence of j\TX\dx follows from 3.2. lSTo\v assume that the in-
* ^n V /

tegral j\Tx\dx exists. Then, by (* ), T*(pw eL {Rn), whence T e B L\.
Rn

In order to formulate the next theorem, let us note that by [4], 
Chap. Y I, Theorem 25, 1° (cf. also [2], 2.3 (d)), T  belongs to B 'Li if and 
only if there are functions f ie L l {Rn), i =  0 , 1 , ..., m, such that

m

(*•)
£=» 0

where \p°\ — 0, \pl\ > 0  for i — 1 , ..., m.

3.5. I f  TeB'Li, then f  T xdx is a constant distribution, and
Rn

j  Txdx =  J f 0(x)dx,
R tl R n

where f 0 is given by (**).
P roo f. Formula 3.3 implies

J  Txdx =  j f 0xdx.
R n R n
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However, f 0(x) is integrable over Rn, whence we have

( j  foxdx){(p) = J foy {y{y — x))dx 
R n R n

= /( Jfo (y)v (y-®)dx )dy =  j f 0(x)dx f<p(y)dy, 
Rfl R n  R")l R n

and we infer 3.5.
3.6. I f  Te@'L i, then the integral j  T xdx is equal to the integral of T

Rn
in the sense of Schwartz.

Proo f. I f  T e L l {Bn), the theorem follows from 3.5. However, L l {Bn) 
is dense in 3}'L\ and so it is sufficient to prove that for every T  e @'L\ there 
are T^eL1 (-Rw), Tź -> T  in &Li , such that

J  Tix dx -> J  T x dx.
Rn Rn

Now assume T  to be of compact support. Then there is a sequence 
of T i€ ^  such that -> T  in S>rLi and all supports of T* and T  are con­
tained in a compact. I f  T  is of form (**), then for every set A bounded 
in we have

j  Ti (x )y (x )dx  — 1 ypjl J fj{x ) Dt)Jy(x)dx
Rn ?’= 0 R n

uniformly in A. Hence it easily follows that

J' T i(x)dx  -> j  f 0(x)dx,

which proves the theorem in the case of T  of compact support.
Finally, let T  e &L\ be arbitrary. Given an e >  0, choose a xoositive 

number a such that j  \f0(x)\dx <  e, /0 being defined by (**), and a se-
Щ > а

quence of ate^  bounded in Ś  aud such that sup |1 — сц(а?)| —> 0 (for the
|ж|<а

construction of such a sequence, cf. e.g. [3]). Writing M  =  supłana?)'
ia:|<oo

and choosing ye 2$ so that \ у (x)dx — 1 , we have
Rn

1 j  (1 — ai)Txdx <  e(.M +  l  +  j\ f 0(x)\dx}
Rn R n

for i sufficiently large. This implies

( V )  j aiT xd x ^  j ’T xdx.
R n Rn
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However, щТ are of compact support, whence the integrals f щТхЛх
К

are equal to integrals of atT  in the sense of Schwartz. Now, since the 
sequence {a j  is bounded in 0&, we have щТ -> T  in @'Li. Hence (*#*) 
implies that f  Txdx is equal to the integral of T  in the sense of Schwartz.

«П
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