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Simplified axioms for information without probability

1. Introduction. In paper Information without probability by K. Ur­
banik and the present author (see [5] and also [4]) a system of axioms 
for the concept of information was given without the explicite use of the 
concept of probability. In the same paper the theorem was proved that 
if information is fully given, then probability is also uniquely determined 
and between the two concepts the well-known Boltzmann relation holds. 
Because the latter relation was used by Shannon for definition of infor­
mation (see [7]), it follows from the mentioned theorem that our definition 
is exactly equivalent to Shannon’s one as well as to all its known equi­
valents, among them also to axiomatic formulations using hitherto the 
concept of probability in an essential way (see e. g. [2], [6], [7]).

The new approach may be consider as theoretically interesting because 
it explains the relation between such basic concepts of science as informa­
tion and probability. From the practical point of view, however, it may 
be argued that the new definition gives no particular advantages with 
respect to the previous ones, as it is much more involved and difficult 
to comprehend than the latter. In particular, the first two axioms pro­
posed by us (see [5], p. 138, 139 and [4], p. 315), namely that which gives 
a connection between information of rings and their subrings, and that 
which determines a local character of information, are very hard to grasp 
in their intuitive meaning. The first is besides so complicated formally 
that even its presentation is not an easy task. After some futile, but not 
very penetrating trials the authors were rather skeptical about the pos­
sibility of a radical siipplification of the axioms. Finally, however, in 
connection with a new presentation of all the theory given by the present 
author in a course of lectures in the University of Eochester in the fall 
1962, it was found a way to a rather drastic simplification(*). This way 
led not only to a simpler formulation but also, as it seems, to an easier

p) Cf. [3]. On p. 211 there it is said that the proof of equivalence will he given 
in the Appendix to an article to he published in Progress in Optics, Amsterdam. 
Actually the article has been published in Fortschritte der Physik 12 (1964), pp. 
567 - 594. Because, however, articles in Fortschritte der Physik have the review 
character, the author decided to publish this proof elsewhere, namely here.
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approach to the intuitive understanding of the essential features of the 
concept of information. The aim of the present paper is to give this new 
presentation with all details and proofs.

To facilitate the comparison of both papers we shall follow here in 
principle the same formal methods as in the previous one, save some simpli­
fied notation. In order to make the present paper complete in itself we 
shall repeat all the needed definitions and lemmas (with their proofs) 
using sometimes even the same wording.

2. Notation and preliminary definitions. We shall denote Boolean 
rings by X , Y , . .. ,  their elements by x , у , . .. ,  хг, x2, . .. ,  the zero element 
(considered as the same in all rings) by 0, the unit element of ring X  by 1^, 
the ring operations — by +  and • , respectively (the latter also by a short­
ened version xy =  x-y). The number of atoms of ring X  will be denoted 
by n(X)  or shortly nx .

A class Q of finite Boolean rings X , T , ... satisfying the conditions:
(LI) if X e Q  and У is a subring of X,  then YeQ,
(L2) for any X e Q  there exists a ring YeQ  such that X  is a proper 

subring of Y,
will be called a Boolean ladder (or Boolean inclusion-space).

If on a Boolean ladder Q a real-valued function F(X)  is defined, we 
get a decomposition of Q into classes of equivalent rings. More precisely, 
we call rings X  and Y F-equivalent, in symbols X  у  Y, if there exists 
such an isomorphism <p of X  onto Y  that F(Z) — F(<p(Z)) for any subring Z 
of X. Moreover, we define a pseudometric on Q by means of the following 
distance function between X  and Y

M X ,  Y) =

1 if X  and Y are non-isomorphic,
min max | F(Z)—F  ( (̂Y))]

(p z
1 +  min max\F (Z) — F  (99 (Z)) \

(p z
if X  and Y are isomorphic.

We see that qf {X,  Y) =  0 if and only if X  and Y are F-equivalent.
A ring X  from Q is said to be F-homogeneous if for every automorphism 

ip of X  and every subring Y of X  we have F(Y)  — F[ip(Y)). The intuitive 
meaning of X-homogeneity is maximal uniformity of the ring with respect 
to function F , which means that all isomorphic subrings of X  have al­
ways the same value of F.

A real-valued function F(X)  is called to be regular in a Boolean 
ladder provided that for any X eQ  there exists a sequence of X-homoge- 
neous rings X 1? X 2, ... such that l im ^ (X n, X ) =  0, i.e. that the subset

n—>00
of X-homogeneous rings in Q, QF say, is everywhere dense in Q.
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Finally, we define two bracket notations: If » e l  and x Ф 0, we denote 
by {x}x  the subring of X  consisting of all elements of X  contained in x, 
and we call it the inner subring of x in X. If xxi x2, . .. ,  xmeX, we denote 
by [xx, . . . ,  xm]x  the least snbring of X  containing all elements хг, . .. ,  xm} 
and we call it the outer subring of x in X. If it is clear which a ring X  we 
are speaking abont, the subscript X  may be dropped in both brackets.

3. Definition of information. A real-valued regular function H(X)  
defined on a Boolean ladder Q is said to be information on Q if the fol­
lowing axioms hold:

(HI) Ax iom  of m onotony :  if Y is a proper subring of X, then
(1) H ( Y ) < H ( X ) .

(H2) Ax iom  of add it iv i ty :  if X  is an Я -homogeneous ring and 
a?!, xm are non-zero, disjoint (i.e. x{Xj =  0 for i Ф j, i , j  =  1 , m) 
its elements such that x1-{-...Jr xm =  l x , then

Ш
(2) H(X)  = E ( [ x 1, .  . . , * „ ] ) +  Y ^ H ( { x k) ) ,

xLj n
k = l

where n =  n(X)  and nk =  n({xk}).
(H3) Ax iom  of ind is t in gu ishab i l i ty : isomorphic Я -homoge­

neous rings are Я -equivalent.
We see that our axioms (HI) and (H3) correspond exactly to our 

previous axioms III and IV, respectively. Instead of axioms I and II 
we now have axiom (H2) which is identic with our previous Lemma 7, 
our previous formula (33) corresponding exactly to (2). Finally, we drop­
ped our previous axiom Y (axiom of normalization) as is frequently done 
in axiomatic formulations of information theory (see [6]). Indeed, in 
information theory the question of normalization is not so important and 
unique as in probability theory, and may be left open. We may use namely 
many different units of information (bits, nits, cal/degree, erg/degree, 
etc.) and it is advisable to have all formulae written covariantly with 
respect to change of units (dimensional homogeneity), as is customary 
in physics.

The intuitive meaning of our axioms is rather simple and may be 
explained as follows:

(i) Axiom (HI) expresses the natural property of information that 
it increases when the number of atoms of the respective ring increases 
(i.e. when the number of least details which may be yet observed grows up).

(ii) We may notice that for Я -homogeneous rings the weight-factors 
in (2), i.e.
(3) Pk =  nkln,
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are nothing else as probabilities of events xk (k — 1, . . . ,m), according 
to the classical Laplacean definition of probability, cf. also below, eq. (23). 
Therefore, we may rewrite (2) in the form

П
(4) H{X)  =  . . . ,  <Bm]) +  pkH({xk})

fc=i

which expresses the so-called law of the broken choice in information theo­
ry (2). That (4) is valid not only in the case of Л-homogeneous rings, i.e. 
when (3) is satisfied, bnt in the general case, can be easily proved(2). 
The essential point is that it is sufficient to assume only formula (2) in 
which the concept of probabiUty can be explicitely avoided.

(iii) Axiom (H3) expresses an obvious requirement that rings which 
are maximally uniform with respect to Л cannot be distinguished from the 
point of view of information theory.

4. Connection between information and probability. The central 
role in our theory is played by the following

T h e o r e m . Let H be an information on Q. Then for every X eO  there 
exists one and only one strictly positive probability measure px  defined on X  
and such that

(5) Pr(y)  =
Px(y)  

Px  (lx)
(2/eY)

for every subring Y of X  and
*n

(6) H(X)  =  - x  £  Px{Xk)logpx (xk),
k =  1

where x is some positive constant and хг, . . . ,  xn are atoms of X.
It is easy to verify that for any family px , XeO,  of strictly positive 

probability measures sytisfying (6) the function defined by (6) satisfies 
axioms (H1)-(H3). The Л -homogeneous rings coincide with the rings 
having uniform probability distribution. This remark completes the inter­
pretation of the concept of Л -homogeneity.

Proof.  Since information is regular on Q, every ring from Q is 
isomorphic to a subring of an Л -homogeneous ring from Q. Consequently, 
due to (L2) for any integer к there exists an Л-homogeneous ring X e Q  
such that n(X)  >  k. Now we prove

L e m m a  1 . I f  X  is an F-homogeneous ring from Q and a non-zero element 
xeX,  then the subring {x}x  is also F-homogeneous.

(2) Cf., e. g. [1], Chapter 2, Section 2 (Property A).
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In fact, let ip be an arbitrary automorphism in {x}x . Putting щ(у)  
=  y>(xy) w (y \  x) we get an extension of ip to an automorphism ip0 
of the whole ring X.  For any subring Y of {x}x  we have F(Y)  — F(ip0(Y)) 
=  F(xp{Y)) which implies the F-homogeneity of {x}x .

By Lemma 1 there exists an Я-homogeneous subring X 0 of X  with 
n( X0) =  h. Therefore, ladder Q contains a sequence Zx, Z2, ... of IT-homo­
geneous rings such that

(7) n{Zk) =  h (k =  1 ,2 ,  ...).

We put
(8) L(k) =  FL (Zk) (1c =  1 , 2 , . . . ) .

Let x be an atom of Zk+1. Then by Lemma 1 the ring {l^fc+1\^}zA;+1 is 
Я -homogeneous and, of course, /с-atomie. Thus by (ПЗ)

(9) {^^к+1\^]гк+1'н 
which implies

(10) H ({lZk+1\ x }zk+1) =  L(k).

Since {lzA;+1\^}^fc+1 is a proper subring of Zk+1, we have by virtue of (HI)

(11) L(Tc)<L(k + 1) (fc =  1 ,2 , . . . ) .

Let x1, . . . , x m be a system of disjoint elements of Zkm such that 
«?! +  ... + =  l Zkm and

(12) n{{xf}Zkm) =  Tc (i =  1, . .. ,  m).

How we prove
L e m m a  2. I f  X  is an F-homogeneous ring from Q and aq, . .. ,  xm a system 

of disjoint elements of X  such that aq + . . .  +  #m- — l x  and

(13) {Xi)x  F  {щ}х ( i , j  =  l , . . . , m ) ,

then the subring [aq, . .. ,  xm]x  is also F-homogeneous.
In fact, let ip be an arbitrary automorphism of [aq, ... ,  a?m]x- For any 

index i there exist an index j* such that y(®<) =  Xj (i =  1 , . . . ,  m). From
(13) it follows that there exist an isomorphism щ of {xf$x  onto {х ^ х  
such that F(Z) =  F((pi{Z)) for any subring Z of {xf$x . Putting for any 
X e X

(14) Уо(*г) == (fi(xXi) w Cp2{xxf) ^  ... w cpmipQffim)

we get an extension of ip to an automorphism of X. Hence, for every 
subring Y  of [x1, . . . , x m]x  we have the equality F(Y)  =  F(ip0(Y)) 
=  F(tp(Y)j. Thus [x1} . . . , x m]x  is F-homogeneous.
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We have obviously,

(!5) Ti ixi)zkm (i, j = 1, ..., m),
therefore, by Lemma 2, the ring [хг, , ocm\zkm is Я -homogeneous, and 
by (12) m-atomic. Thus

(46) Я([ж1? . . . ,  xm\zkm)

(17) H({xt}ZkJ = L { T c )  (» =  l , . . . , m ) .
By (H2) we get

Ш

(18) =  Я( [ ®1 ; Д( ^ м) 

or, due to (8), (16), (12), (7),

(19) L(km) =  L(m)-f-_L(&) (ft, m =  1 ,2 ,  ...).

It is well-known (see, e.g. [6], p. 9, 10) that every solution of equation
(19) satisfying condition (11) is of the form

(20) L(Tc) =  xlogTc,

where и is a positive constant.
How let X  be an Я -homogeneous ring and Y0 its subring. Assume that 

ly  =  l x  and denote by уг, . . . , y n all atoms of Y0. Evidently Y0 =  
=  [yx, . . . ,  Уп\х and by Lemma 1 all rings {yi}x (i =  1 , n) are Я -homo­
geneous. Thus by (20) we get

(21) ЩХ)  =  «logn(X) ,  H({y,}x ) =  xlogriffoibc) «  =  1, . .. ,  ») .

Further, by (H2) we have

(22 ) т у  / -гг \ Х?^{{Уг)х)л
щ ^ ) =  - х 2 ~ м х т 1оё

i = 1 ' '

П{{Уг)х)
П(Х)

How we define a probability measure p Y() on Y0 by

(23) Py0{x)
n({x}x)
n(X)

(00eYo).

It is easy to verify that if Y0 is a subring of Z (ZeQH), then

(24) • Py0{®) =

So we get from (22) and (23)

P z{x)
P z {1y 0)

(ж e Y0) .

П
(25) Я ( У 0) =  - x  ̂ P r Q{yi)^ogpr0{yi).

i = l
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Thus we have defined a probability measure p Y() for any ring Y0 from QTI 
in such a way that equations (5) and (6) hold.

Now let X  be an arbitrary ring from Q and n(X)  >  3. By regularity 
of information there exists a sequence X x, X 2, ... of rings belonging to 
QH such that lim QH(Xr, X)  =  0. We may assume that £H(Xr, X)  <  1,

r—> oo
i.e. that X r (r =  1 , 2 , . . . )  are isomorphic. By the definition of qh for 
every integer r there exists an isomorphism <pr of X r onto X  such that 
for any subring Y of X

(26) lim ff^ -^ Y )) =  H(T) .
r—>oo

Let xx, . .. ,  xn be all atoms of X. We shall prove that for any i (i 
=  1 , . . . ,  n) the sequence

(27) Pxr(<Prl (®i)) {r =  1 , 2 , . . . )
is convergent. Since sequence (27) is bounded, each of its subsequence- 
contains a convergent subsequence. Denoting the limit of such a subs

П
sequence by p(Xi), we have £ p{xt) — 1 and p(xt) > 0  (i =  1 , . . , ,  n).

г = 1
Moreover, putting

к
(28) p (xh +  xi2 + . . .  +  xik) =  £ p  (xig) (xigxim =  0 for s Ф m)

1
we get from (23), (25) and (26)
(29) H ( [ x , y , z ] x ) =  -x[p(x)logp(x)+p(y)logp(y)+p{z)logp{z)~\,
where x , y, z form an arbitrary triplet of disjoint elements of X,  and 
x +  y +  z =  l x .

Now we prove the last
L e m m a  3. I f  XeQ,  n(X)  >  3, p x, p 2 are two strictly positive proba­

bility measures on X , and if for any triplet x, y, z of disjoint elements of X  
such that x -\-y-\-z =  l x  roe have
(30) p x (a?)lo gpx { x ) + p x {y)logpx (y ) + p x (^logPi {z)

=  p 2(x)logp2( x ) + p 2(y)\ogp2( y ) + p 2{z)logp2{z),
then p x — p 2.

In fact, let us suppose, in contradiction to the statement, that there 
exists an atom х0е Х  such that
(31) Pi{oc0) Ф Pzfao)'
Consider a triplet x =  x0, у — l x \ x Q, z =  0. Then by (30)
(32) 2>i(tfo)log2>1M +  ( l - ^ x M l l o g f l - p x M )

=  V 2 (®0) l°gl> 2 M  +  (1 -  P 2 (®0)) lOg (1 -  P 2 (®0)) •



280 R. S. Ingarden

Since function xlogx-ф (1 — a?)log(l — x) (0 <  x <  1), is convex and sym­
metric with respect to ж =  |, equations (32) and (31) imply that

(33) p x(x0) =  l ~ p 2(x0).

As n(X)  >  3, there exist such two disjoint and non-zero elements y0 
and z0 that y0 +  z0 =  l x \ x 0. Let us assume first that p 1(y0) =  p 2(y0) 
and Pi(z0) — p 2{zo)- Then we get

(34) p x(x о) =  1 - р 1(Уо) -р1Ы  =  1-1>аЫ-1>а(«о) =  Р ъ Ы

which contradicts (31). Consequently, р г{у0) ф р 2{у0)- A reasoning similar 
to that which led to (33) gives

(35) pi(y0) =  l - p 2(y0)-

Hence and from (33) we get, according to strict positivity of p 2,

(36) p x(z0) =  1-рЛйо0) - р г { у 0) =  Р2М  +  Р2Ы - 1  =  - Р г Ы  <  6, 

which is impossible.
From (29) and Lemma 3 we imply that p(Xi) is the limit of any con­

vergent subsequence of (27). Thus, sequence (27) itself is convergent 
to p(Xi). Setting for any element x =  х^ф х^ф... +  xijc {xigxim =  0 
for s Ф m)

к

(37) px (x) =  £ p { X i a),
S =  1

we get a probability measure on X  such that, according to (25) and (26),
П

(38) H(X)  =  - x  ^ P x M l o g p x i X i ) .
i =  1

Moreover, for any subring Y of X  the formula

Px(v)(39) Pr(y) (ycY)
Px { 1 y )

determines a probability measure on Y such that, due to (23), (25) and (26),

(40) H(Y)  =  - x  J£pr{yi) logpY{yi),
i = l

where yx, . .. ,  ym are all atoms of Y. Hence and from (HI) it follows that 
all measures px  are strictly positive. Thus we have defined probability 
measures for any ring X  satisfying the inequality n(X) Ф 3 and for any 
of its subrings. These probability measures satisfy conditions (5) and (6)
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and consequently by (5) every probability measure on a subring Y of X  
is uniquely determined by the probability measure on X. By (L2) the class 
of all rings X  from Q satisfying the inequality n(X)  >  3 and all their 
subrings coincide with the whole class Q. Thus to prove the uniqueness 
of px  {XeQ)  it is sufficient to prove this for rings satisfying the con­
dition n(X)  ^  3. But the last statement is a direct consequence of Lemma 3. 
In fact, for any triplet x, у , 0 of disjoint elements of such a ring satisfying 
the condition that x-\-y-\-z =  lx  we have

(41) H ([x ,y , z ) ] x )

=  ~ ‘Ą V x  (я) lo gpx  {%) +Px(y )  lo gpx(y)  +  Px («) logPx («)} •

On the other hand, for every probability measure px  on X  satisfying (5) 
and (6) we have the same equality

(42) H ( [ x , y , z ] x )

=  -  * {p x  И  lo gpx  (®) +  Px iy)logpx(y) +  Px («) log Px («)} •

Consequently, by Lemma 3 px  =  px . The Theorem is thus proved.
We see that the simplification of axioms caused also an essential 

simplification of the proof which is more than twice shorter than before.
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