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A b stra c t  In this paper the Power Method for the generalized eigenvalue problem for 
matrix pencil {A — \B)x =  0 is considered. At any step of this iterative process the system 
of linear algebraic equations By — Ax has to be approximately solved with respect to y. 
W e try to answer the question: how accurately we have to solve this system on each step 
of iteration,in order to guarantee resolution of the eigenproblem with given precision.

1.Introduction Let A , B denote n x n matrices. We have to find such 
pairs (A, v) - where A is scalar (eigenvalue) and v is a nonzero n-dimensional 
vector (eigenvector coresponding to A) - which satisfies the equation:
(1.1) (A -X B )v  = 0
If matrix B is nonsingular this problem is equivalent to the standard eige-
nvalue problem for matrix B~l A. Following iteration process is called the 
power method for matrix pencil (A , B ):

( 1 .2) Byk+i = Axk
Vk+i

Xk+1 ~  n»*+ii
Where xq is an initial vector. As in the standard Power Method the vector 
sequence {a:*;} generated in this way in general converges to the eigenvector 
corresponding to the largest (in absolute value) eigenvalue of the pencil
(A.B)-

In this paper three conditions involving matrices A, B will be assumed: 
C l) A, B are Hermitian n x n matrices.
C2) Matrix B is positively definite i.e:

Vz £ C n, x 0 (B x , x )2 > 0
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where ( ,  )2 denotes the standard scalar product in the space Cn.
C3) Matrix A is nonsingular.
The conditions (C l) and (C2) guarantee that in the spaceCn there exists 

basis consiststing of eigenvectors of the pencil (A ,B ). Moreover all
eigenvalues Â  (A; corresponds to Vj) are real and corresponding eigenvectors 
{ } = i may be chosen orthogonal in the following sense:

(1.3) Vi,j E { 1 . . .n}(Bvi, Vj)2 = Sitj
Condition C2 could be replaced by the following one :

C4) There exist a positively definite linear combination of matrices A,B
i.e:
3/Ti,/i2 £ C such that matrix p\A + is positively definite.

It is easy to see that pencil (piA,p,iA  + p,2B) has the same eigenvectors 
as (A ,B ). More details concesing these facts may be found in [1].

D e f i n i t i o n  1.1 Let B be nxn  Hermitian, positively definite matrix,put:

(* ,» ) „  =' (||z||B)2 d4f (x ,x )B Vx,y € C \

We call || || b  the energetic norm related to the matrix B.
Relation (1.3) indicate that the vectors {v ;}” ! form an orthonormal basis 

in C n with respect to the scalar product ( ,  )b - This important property of 
eigenvectors of the matrix pencil (A, B) simplify investigation of the process 
(1.2) when the norm || H# is used.

The following theorem gives relation between norm || Us and the stan-
dard norm || H2 in the space C n.

T h e o r e m  1.1 For each x £ Cn and positively definite Hermitian n x n  
matrix B:

< I W | b <(||B||2)1 /2 M 2

P ro o f . The right inequality follows from the Schwarz inequality:

(IMIb )2 = (B x ,x )2 < p z lW H h  < ||£||2(|H|2)2.
The left inequality follows from the above inequality applied to the norm 
II Ill3-i:

(||*||2)2 =  {BB~' x , x ) t  =  ( B - ' x , x )b  <  H B - ' x IIb IIx IIb  =

= II*IIb - i |I*IIb  < ( P _1||2)1/ 2||i||2|kllB
■

In the continuation of this article the vectors will denote eigenvec-
tors of the pencil (A, B ) which satisfy equations (1.3) and A* will denote the 
eigenvalue corresponding to V{. It will be assumed that for every k H f̂clls = 1
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i.e: in every step of iteration (1.2):

fc+i V k+ 1

ll^+ill
hold.

2. Convergence o f  the sequence {xfc} Existence of n linear indepen-
dent eigenvectors of the matrix pencil (A , B ) imply the linear convengence 
of iteration process ( 1.2).

Suppose that:

(2.1) Ai = A2 = . . .  = Ar and |Aj| > |Â -j-j| > . . .  > |An|

The value: £ d=f wiU be caHed coeficient of convergence for matrix
pencil (A , B ). We have £ E [0,1).

Let V^ibe the subspace of C n spanned by all eigenvectors corresponding 
to Ai: V A1 = span(ui.. ,vr).

T h e o r e m  2.1 Let xq  =  where a ;  E C for i E { l . . . n }  and
M  > 0. Then for every k E N there exists vector w E V a i , \\w \\b  = 1 

such that

ll&jfc -  w ||b  < £, 2 [E"= r+1 la *l
211/2

2111/2

( 1)

P ro o f. From definition of the Power Method (1.2): 

(B~lA )kx0x k
||(B-M)*i 0||b

(:2 ) (B -1A )kx0 = Y , a <(*i)kVi =  | A ! | * [ « + £  « i(Ai)t |A1|-'t!)i]2 
1 = 1  i = l  t = r + l

Here s denotes the sign of (Ai)fc. As |A*(Ai)| < £ < 1 (for i > r) from (1) and
* ot v-

(2) follows easily that Xu converges to the vector: w = ■■ —'—L, hence
II 2 î=i

w E V ai and ||u/||s  = 1.
To make it more clear put:

a =  ^  ctiVi 6 = «i(Ai)Ar|Ai| kVi.
i=l i=r+1

Orthonormality of eigenvectors of the pencil (A, B ) gives following inequa-
lities:

n
1211/2

(3)
r i 1 /2

i* = [ £ M , iA‘ i, ‘ iA‘ r 2*] i«ii2]
2= 1  2= r + l
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(4) ||a + ft||„ = [||a||2 + ||6||2] 1/2 > ||a||B = [ £  K i2] ̂
t = r + l

From (1),(2) and definition of vectors a, b follows:

(5) ||xfc -  tu||B = ||(a + 6)(||a + 6||b )_1 -  «(I|o ||)_1||b =
= (Ik + f-llBlkllBj-'IKIIallB -  ||a + 6||B)a + ||«||b6||b < 2||6||B/||a + &||b

■

Thesis follows from (3),(4) and (5).

3. Residual vector and error of one step of the iteration At each 
step k of the Power Method (1.2) we have to solve the linear system with 
matrix B :
(3.1) . By -  Adk

Let’s consider now one step of iteration starting from vector dk (||dfc||s = 1). 
Let ya ^  0 be an aproximation of the solution y (y = B~l Adk) such that 
the residual vector r = Bya — Adk of the linear system (3.1) associated with 
ya satisfies the inequality:
(3.2) ||r||2 < 6r 
Let:

(3.3) dk+1 = y/\\y\\B
(3.4) Zk + 1 = ya/\\ya\\B 
Define the error ek at this step as:

(3.5) ek d= ||^+i -  dfc+i||B
Hence ek is the error of single step of the power method,result of not exact 
solution of system (3.1) and calculed in the norm || ||b . Following theorem 
answers the question how the value ek depends of 6r.

T h e o r e m 3.1
et < 2[||B-1||2] 1/ 2||B||2p -'| | 2«r

P ro o f . Assumptions imply:
By -  Adk = 0

Bya -  Adk = r and ||r||2 < Sr
Hence:

B{ya -  y) = r
Va~y = B~l r
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I bo “  v \\b  = || B 1r||B = ||r||j3-i
Applaying theorem (1.1) to || ||jg-i we get:

(1) \\Va ~ 3/||B < [I lS - 'lb j'^H fllj < [ p - ' l h ] 172̂
From (1) and from general properties of vector norm:

e k =  h a / h a W  -  y/\\y\\B\\B =

=  ( |b ||B |b a ||B )_1 ||(2/a|b||B “  VaWVaWB + 2/a|ba||jB “  2/112/a11S) 11 <

< (|b||B|ba||B)_1|ba||B(||bo|| “  IM|s| + \\ya ~ v \\b ) <

< 2(l|t/||B)-1||2/ -  ».||b  < 2(||»||b ) - 1 [ P - 1^ ] 172̂
The last inequality imply:

(2) ek <
2\\\B- i 1 /2 .

\B-'Adk\\B

Applaying theorem 1.1 to norm || ||5 -i we get:

(3) \\B~lAdk\\B = P 4||b - i > ||A4||2/(I|5||)2)1/2

||4||2 = WA^Adklh < P _1||2||A<it ||2, hence

_ J _ <  J !£ U k
P 4 ||2 “  1141b

Appplaying again theorem 1.1 we get:

(5) 1 < (ll*lh)1/2
\\dkh Ibfclls

The thesis follows by (2),(3),(4),(5).

(Pl|2)1/2

4. A ccuracy o f  aproxim ation o f  eigenvector For lemma 4.1,4.2,4.3 
will be applied following notation. Consider again one step of power method 
for matrix pencil (A,B) starting from vector d*, ||dfc||.B = 1.

Let dk+1, Zfc+i, ek be defined by equalities (3.3),(3.4),(3,5) respectively, 
ie.: dk+i is an exact vector calculated by Power Method after one step, Zk+i 
is a vector calculated after one step of power method when the linear system 
is solved not exactly and is an error of this iteration.

Let Oiij for i £ 1 . . .  n, j  £ k, k + 1 be such complex numbers that
n n

(4.1) dj = ^ o q jV i  = W j+ ^2  aitjVi
i = l  t = r + l

where { are the eigenvectors of pencil (A,J9) orthormal with respect
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to ( ,  )B. Since ||dj||# = 1 for j  = k, k + 1 we have:

(4-2) j h  |«, j |2 = 1
1=1

Assume that cooresponding eigenvalues satisfy relations (2.1). Hence the 
vector Wk £ V ai and wk is the orthogonal projection (with respect to ( ,  )jg )

r
of dk on subspace V^i i.e: wk = ]T)(d, u)#Vj. Hence:

i = l

(4.3) \\wk -  dk\\B = min ||w-4||s
u/G Vai

Now define for j  = k, k -f 1:

T j = W «  and if 7^ 0 :  = T j^ r -

Le mma  4.1 If 0 then Uj G V a i , ||wj||£ = 1 and:

\\uj - dj\\B= min \\w-dj\\B
u - € V A1 
IMIb = i

P ro o f . Relation (4.2),definition of 7 j and orthonormality of eige- nvec- 
tors V{ imply:

( 1 )  ( I \d j  ~  m .?'I|b ) =  ( x j  ~  u j i d j  ~  u j ) B  =

= i z \ ai^ - aiAij)~i \2 + i t  \aij\2 =
j = l  t = r + l

= I1 “  (7 j)-1]2 K f| 2] + 1 “  (7j)2 =
1 =  1

= [1 -  W T f r i ) ’  + 1 -  (7 j)2 = 2(1 -  7 i)

Let w £ V\i be an arbitrary vector such that 11̂ 11# = 

(si G C ).Since Vi are orthonormal we have:

1. Put W = Y  sivi
i = 1

E  Is'!2 = 1
i = l

Applaing Schwarz inequality we get:
r n

(2) (\\w -  dj\\B)2 = ^2\aitj -  Si\2 + Y  K j |2 >
t = l  t = r + l

> -  N )2 + 1 -  (7 i)2 =
1=1
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= I5*!2 + ~ 2£  M K iD  + 1 “  (7j)2 =
1=1 i = l  i — 1

= 1 +  (7 j)2 -  K |K ,| ) + 1 -  (7j)2 = 2(1 -  ( £  K llai.il)) >
1=1 j  t = l

> 2 ( l - E K | 2]1/2E K , H 1/2) = 2 ( l - 7,)
i = l  t = l

Now thesis follows by (1) and (2). ■
With the same notation we have for j  = k,k + 1: 7j[^2\ =i\ai,j\2] 1/2, 

hence: 0 < 7j < 1 and 7j = 1 if and only if dj £ V^i-
From definition (1.2) of power method, 7^+1 depends on 7  ̂ as follows:

7 k(4.4) 7fc+i =
[(7 ,)2 + E r = ,+i i ^ i 2i^ i2iAii-2]

Le mma  4.2 I f j k > 0 then:

(IKfc+l -  Wfc+iHB)2 < (||dk ~ Uk\\B)2 ~ 27k

-2 1 1 /2

[(7*)2 - « 7 * ) 2 +  ( O T /2

P ro o f. As in proof in lemma (4.1) we calculate:

(IIdk -  WfcHs)2 = 2(1 -  7k),

(IMfc+i ~ u M-i ||b )2 = 2(1 -  7*+i).
Hence and from (4.4) follows that:

(||dfc -  u ^ b )2 ~ (IMfc+i -  Wfc+i||s)2 = 2(7fc+i -  7/c) =
1

-  1

27 k

27 k

L [(7*)2 + ESU+i K ^ M 2^ ^ ]  

1

27 k

[(7*)2 + (Er=r+1 |a.',fc|2) « ) 2] 
1

—211/2  

-  1

1 >

1/2
>

-  1

L[(7*)2 +  ( 1 - ( 7 * ) W ] 1/2
This inequality is equivalent to the inequality in thesis of lemma. ■

R em ark . The inequality in lemma 4.2 is equivalent to the following
one:

min \\w -  dk\\B > mm ||w -dfc+1||B
u> € VA1 vu£ V x 1
IIHIb  = i

Both terms are equal if and only if 7* = 1 i.e dk € V a i-
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Let /  : [0,1] —» R be a function defined as follows:

/ ( 7 )  = '  ( 2 ) 1 /2 ( 1 - 7 ) 1 / 2 -

1/2

[(t )2 -  (£t )2 + ( « 2]
1/2

where £ E [0, 1) is the coeficient of convergence of matrix pencil (A, B ).
This function for any £ E [0,1) has the following properties: — /  is 

nonnegative and takes the value 0 only for 7 = 0 or 7 = 1. — /  is concave. 
Graphs of f ( j )  for various values of parameters £ are given below.

a) £ = 0.1

b) £ = 0.3
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C) £ = 0.6

d) £ = 0.8

e) £ = 0.95

L e m m a  4.3
*) If ek < f ( lk )  their. \\zk+\ -  Uk+i\\B < \\dk -  uk\\B. In other words if 

in this iteration we calculated not exact vector dk+i but some vector 
zk+1 such that: ||**+i||fl = 1 and \\zk+1 -  dk+1\\B < / ( 7fc) then zk+1 is 
not worse aproximation of eigenvector of pencil (A , B ) than dk, in the 
following sense:

min \\w-dk\\B > min ||w -  *fc+i||fl.
« - € V A 1 , «’ € V a1 )||u;||B = 1 ||u>||g5f 1
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ii) Let a be real number and 0 < a < 1. If ek < crf(7^) then: \\zk+i — 
^A:+i ||b  < IMfc — uk\\B — (1 — &)f(lk)- 

P ro o f.

(1) lkfc+i —ttfc+i||i3 — \\zk+i-dk+i + dk+i—Uk+i\\B < ek + \\dk+i — u*;+i ||b  
From (1) and from lemma 4.2 follows that:
(2)

1\\zk+i - u k+1\\B < efc+ (\\dk-Uk\\Br-^7k
.-1 1/2

[(t )2 -  (£t )2 + (O 2]1/ 2
- 1

(3)

€k +

Consider the inequality:

(IÎ A: -  Wfcllfi)2 ~ 27k
1

. I 1/ 2

U(7)2 - ( £ 7 )2 + ( 0 2]1/2
-  1 < ||dfc -  Uk\ \B

Observe that ||dfc — u k \ \B = [2 (1  — Tfc)]1^2- After algebraic reduction, inequal-
ity (3) turns to be equvalent to following one:
(4) ek < / ( 7*)
So if (4) is true then (3) is true and because (3) implies that: \\zk+i — 
wfc+i||.B < \\dk — uk\\B then (i) is proved. Implication (ii) follows simply 
from (3). and assumption about ek in (ii). ■

Now let { zk} be the sequence of vectors generated by Power Method 
(1.2) when in each step of iteration system By = Ax is solved aproximately 
( i.e in every step zk being normalized approximate solution of this system). 
For every k ||̂ ||j5 = 1. ek — is the error at single k-th step of iteration 
calculated in norm || ||s i.e: if dk+i is the exact vector calculated after one 
step of Power Method starting from zk then: ek = \\zk+\ — d r il ls -  Let:

n

%k =  ^   ̂Pi,k^iy ^i^k fli)k £  C ,
t = l

p* = E P /m 2]1/2.
i = l

T h e o r e m  4.1 Let p0 >  0; 0 <  e <  (2)1/2 
Put: 2

S1 <S  d= 0.5 min [f(po), / ( I  -  ^ - ) ]

l €  N : l Ent[(||z0 -  u0||b  -  e)(<5)_1]+ l
If for every k ek < then:

3m € iV, to < /, 3w € V^i, ||u>||b = 1 such that: \\zm — w \\b  < £.
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If Si, £ are so small that 1 — 0.5(e -M i)2 > 70 then for each k > m:

3w £ V *i, ||u;||s = 1 such that: \\zk — w \\b  < e + 1̂

P ro o f. Define the vectors uk". Uk (Pk)-1 [X^?=i Pivi\ i-e: uk is nor-
malized orthogonal projection (relatively ( ,  )b ) ofzk on space V^i. Hence 
lemma 4.1 implies:

Vfc uk £ V a i , \\uk\\B = 1 and
\\uk-Zk\\B= min \\w -  zk\\B

u’ 6v A1
II«'IIb = i

It follows from relation:

(1) \\zk-uk\\B = [2(1 -  Pk)]1/2 
that the inequalities:

(2 )  \\ z k- uk\\ B< s

(3) . pk > 1 -  0.5(e)2
are equivalent for each e : 0 < e < 21/2.

Hence for every k £ N:
(4) if ||zk -  uk\\B > £ then pk < 1 -  0.5(e)2
Now let’s observe that:

If for i £ {0 ,1 ..  .k — 1}: ||z\ — Ui\\B > £ then:
(5) ||zk -  uk\\B < ||*o -  m0||b  -  kS and p0 < p\ < . . .  < Pk- 1 < Pk-
This implication follows from assumption about and from lemma 4.3 (ii) 
with o — 0.5.

From properties of function /  and definition of S we get:
(6) S < 0.5f(p)  for each p : po < p < 1 — 0.5(e)2.
Now let’s procede by induction to prove implication (5). for k =  1:

If p o  -  Molls > £ then from (4) : p0 < 1 -  0.5(e)2.
Hence according with (6): e\ < S < 0.5/(p).
From (ii) in lemma (4.3):

Ikl -  Mills < Il-Zo -  Molls -  0.5/(pO) < ||Z0 -  Molls “
From (1) follows that: po < p\.

Assume that implication (5) is true for i < k — 1 and and let’s proof it 
for i — k.

From assumption of induction we have:

||2*-1 -  Uk-i\\B > £; \\zk-i -  M/f—11|s < ||*o -  Molls -  (k -  1)<$;
Po < Pi < - - • < Pk- 1

So: po < Pk- 1 < 1 -  0.5(e)2 and hence ek < S < 0.5f(pk-i) - - -
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Applying again lemma 4.3 (ii) we get:

Ik* -  w*lls < lk*-i ~ «*-i ||b ~ O.bf(pk-i) < |ko -  «o||b -  kS.
Implication (5) is proved by induction.

The above says that until we do not calculate such good vector zm that 
I km — um\\B < £ our procedure produces always better approximation at 
next step then it was beafore,the error being diminished at least by 6. 

Relation (5) implies that exists a natural number m (m < l) such that:
I km || jg < £.

For k = m +  1 since pk > 1 — 0.5(e)2 relation (6) is not true and zm+i 
may be worse approximation of eigenvector than zm.

Let s > m +  1 be the first natural number such that:

(7) lka-1 -  tts-i||B < £ and \\za -  us\\B > £
Denote as ds the exact vector calculated from zs_! after one step of Power 
Method (1.2).

Let ws G V ai be such vector that ||wa||jg = 1 and \\ws -  ds\\B =
min «-€v a1 ||w; — ds||̂  i.e:

IIHI J3 = 1

W = ^*= li^si vi)Bvi
s I I E U ^ M k

Because ||ds — tUsH# < |ks-i —  w s - i ||b  < £ (exact calculation gives always 
not worse aproximation of eigenvector after one step — see lemma 4.2) we 
have:

Iks — Wslk — Iks — ^s||b  ■+■ ||ds — ?ns|k ^ Si + £
and:

Iks -  us\\B < I\zs -  ws\\B < <$1 + e.
This inequality and (7) implies:

1 — 0.5(e)2 > ps > 1 — 0.5(e -f $i)2 ^ Po
Hence the lemma 4.3 may be applied again because according (6): es < 8 < 
0.5 f { p s). We have then:

lks+i “  ws +i ||b  < Iks ~ Us Wb  ~ 0.5 f (ps) < Iks -  w5||s  -  6 < S  + £ -  6 = £ 
Hence for every k > m:

Ik* -  «*||b <£  + h
(in fact in the worse case upper bound oi\\zk- u k\\B may oscilate arternately 
between e and e + ^i). a
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