ROCZNIKI POLSKIEGO TOWARZYSTWA MATEMATYCZNEGO ot
Seria I11: MATEMATYKA STOSOWANA XXXXI (1999) mspun

ApaM CZORNIK

Gliwice

Adaptive Control of Discrete Time-Varying LQG

(Received January 13, 1999)

Abstract. The adaptive version of the discrete time-varying linear quadratic control is
considered under the assumption that the coefficients have limits as time tends to infinity
sufficiently fast in certain sense and the limiting system is observable and stabilizable.
It is proved that time invariant LS estimator can be used to estimate the limits of the
coefficients and that it is strongly consistent under some conditions well known from the
time invariant case. The estimator of the parameters is used to define an adaptive control
law and it is shown that the control law is optimal.

1. Introduction. Consider the stochastic system
Tiy1 = ApT + Brug + wet1,k 2 0, (1)

where z;, is n-dimensional state vector, u is m-dimensional control vector,
wg, k > 1, is n-dimensional white noise sequence with zero means and
covariance ) .. Moreover we assume that

sup E [lwe||® < 0o a.s. for some 3 > 2. (2)
k

The initial state z¢ is a given random vector, independent of wy, k > 1.
Together with (1) we consider the cost functional

N
J(zo,u) = lim %E > (Qrzrs zk) + (Hiur, ur)), (3)
k=0

which is minimiied, where the weight matrices Qr > 0, Hr > 0. The ob-

jective of this paper is to find optimal control law for system (1) with cost
functional (3) under the following hypotheses:

(Al) limg oo Ax = A, limg_ o0 B = B, limg oo Zk = Z, limy o0 @k
= Q, limk__.oo Hk =H.
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(A2) H > 0.

(A3) A is a stable matrix.

(A4) (A, B) is controllable and (A, +/Q) is observable.

(A5) > >0.

(A6) The sequences Ay, By are unknown as well as the their limits
A, B.

Under the assumptions (A1)-(A5) the solution of the problem (1) with
cost functional (3) is given by the following theorem (3].

THEOREM 1. Assume that assumptions (A1)—(A5) hold. Then the feed-
back control

up = Lz (4)
where
L=-(H+B'PB)'B'PA (5)
is optimal for system (1) with cost functional (3), where P is the unique
solution of the algebraic Riccati equation

P=APA- A'PB(H+ B'PB)"'B'PA+Q. (6)
Moreover the minimal value of the cost functional is given by tr(3_ P).
II. Parameter Estimator. Theorem 1 implies that for the purpose of

optimal control we should know only the limits A and B of the sequences
of system coeflicients. Now we are going to define their estimator. Set

o=|m] o= 5] Y
o= 2], 0
k-1 1 N1

sz(gwiQOg—*-EI) , d=n+m, (9)

ar = (1 + ¢, Rer) " (10)
k-1

re=1+> lloil? (10)
=0

Ax = max{A: X € o(Ry)}
Let the estimator ,, of 8 at the moment n be given by the following recursive
formula
Or+1 = Ok + axRewr(Th iy — 0i0k), (12)
Ri+1 = Ry — axRepryi R (13)
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with arbitrary 8y and Ry = dI. It is worth noting that in the time invariant
case formulas (7)—(13) give the standard least-squares estimator. We shall
use the following theorem from mathematical analysis ([4], vol I, pp. 53).

LEMMA 2 (Stolz’s Theorem). If x € R, yx € R, yr — 00, Yk+1 > Uk

and the limit
. T — Tk—1
lim ———=
k—oo Y — Yr—1
exists, then

The following inequalities will be used in further considerations:
LEMMA 3 [5]. If £ > 0,y > 0 and 0 < § < 1, than
6z8 Y —y) <af — . (14)
Holder’s Inequality. Let 1< p < 00, 1 < g < 00, % + % = 1. If for random
variables ¢ and 7, E |£|P < 0o and E|n|? < oo, then

1 1
E|én| < (BEF)» (En|)s. (15)
C,-inequality. Let x;, 1 = 1,...,n be nonnegative real number, then
n r n
(Xw) e X ar, (16)
i=1 i=1

for all real numbers r, where

_J1 forr <1,
Cr = {nT_l forr > 1. (16)
THEOREM 4. Assume that
lim 7, = oo, (18)

k—oo

there exists a finite random variable ¢ and constant « € [0, %) such that

)‘k < ]f_aa (19)
Tk
and
10 — k]l = ofry ?). (20)
Then
klim O =0 a.s. (21)
with convergence rate
§—1
16 = 81l = o(ry ?), (22)

for any 6 € (o, 3].
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Proof. It is not difficult to check that
k-1
0. = Ry, Z (,DiIE;_H + RkRo_la(). (23)
1=0
Using notation (7) and (8), we can rewrite (1) as follows

T = 1%—1<Pk—1 + wg. (24)
Substituting (24) into (23) we see
k—1 k-1
Or =R Y 0ipls + R Y _ swiy, + ReRy 00
110 - =0 - ’
=0~ SRy — Ry > @ipi(0 —9:) + Ry Y pawiy, + ReRg 0o (25)
i=0 i=0

and

k-1
1
164 = 61l < < IRl 61 + || B 3 ipi(6 ~ 92)
=0

k—1
+ | B S el | + | Re R 60| (26)
=0
Analogously as in the proof of Theorem 3.1 in {1] we can verify
/1 k-1 X
. 3- / —
lim (E IR 161 + “Rk;wwiﬂl‘ + || Re Ry 90||> ~0.  (27)

Using (19) the second term on the right-hand side of (26) is estimated by

~ ¢ Xico leill” 116 — 93]

“Rkkfwzw ~ )
1=0

r,t_a
and thus
k—1 k-1 2
1_g cd 18 — 9
Th “Rk Z ACEED) “ < Liizo “f-l-tls[——! . : (28)
=0 Th '
To end the proof is enough to show that
k-1 2 '
. |10 — 9

It can be done using the Stolz’s Theorem. To examine the limit

2
L lor—1l" 10 — Fr—1]|
k— 00 T—%-}-&—a_ %+6—a :

k k-1
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we use (14) and it leeds to the following inequality

2
ler-1ll” 160 = Feall o 116 = Fe—1ll

T - 15 a0 = Ta—1-°
r,§+6 a—r,ﬁjf C (1+6—a)r2 2

By assumption (20) the term on the right-hand side tends to zero when
k—o00. u

III. Adaptive control law. In this section we first define the adaptive
control and then show that the estimator of 8 is strongly consistent. For this

purpose we must make an additional assumption about rate of convergence
of ’lgk,

(A7) There exists a constant v > 0 such that
Jim 16 — 9| = o((E* In” k)~1/3). (31)
We define the adaptive control in the same way as in [2] for time invariant
case. Define Py, Ly, as follows
P, = A P Ay, — AP, By(R + B,PB;) ' BLPuAr + Q (32)
Ly = —(H + B}, P.By) ' B, P, Ay, (33)
where

!
6 = [gf] . ALeRr™™,  Blervm,
k

Fix € € (0,min(},v)) and take any matrix Ko € R®*™ as the initial value
for the adaptive feedback gain Kj,which is defined by

Ly if || L]l < In°/2k, (A, Bi) is controllable

Ky = and Ay, +/Q) is observable (34)
K;,_1 otherwise.

Introduce a sequence of i.i.d. random vectors €}, independent of wy, such that

Ee1 =0, Eec,=1I Ele|* <o

and define
vp=n"%%,, é¢c (0, = ;5€>, vg = 0. (35)
The time axis is partitioned by stopping times 7%, tx, 7 < tx < Tk41,
k=1,..., and the adaptive control uy is defined to be
up = Koz + vk (36)
with

(37)

0 { K} if k belongs to some [T, ;)
K =

T 10 if k belongs to some [t,, Tri1).
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The stopping times are given as follows. We take 71 = 3 and define

i-1
te=sup (s> 1 3 ol < flon " ln" i+ (G - 1)1,
1=Tk
Niems|h  (8)
i 14e 21 €
2 _ S lzs||" Inf s
Tk4+1 = SUP {3 > b | Z_,_1 [|z]]” < ok GitE <1 (39)
1=Tk

IV. Strong cousistency of parameter estimates. In our future con-
siderations we will need the following facts.

LEMMA 5. If matrices § converge to a stable matriz, then there exists
constants 0 < pu < 1 and ¢ > 0 such that

it
i=k

<eptHL o Ak>j, Aizo, (40)

where

fIX'- _J XeXq41-- Xy, forg>p
J ¢ I, for ¢ < p.
i=p
LEMMA 6. Let Fy, be a family of non-decreasing sub o-algebras, fr be a
random Fy—measurable vector and let (wy, Fi,) be a martingale difference
sequence satisfying (2). Then

k k k
Yty =o((LIArP Y 1412) ") as @
i=1 i=1 i=1

For the proof of Lemma 5 we refer the reader to [1], p.191 and for the
proof of Lenima 6 to [6].

LEMMA 7. Under the control defined by (36)—(39) the following estimate
takes place

k
1
e >zl =0(1) as. (42)
1=1
e = O(K' ¢ 1Inf k). (43)

Proof. Let 8, = min(3,4) and fix s € [2,;). As in the proof of Lemma
3.1 in [2] we can show that

k .
- ]- s
limsup - D lwill® < oo, (44)

— X
oo i=1
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hm sup Z lvill® < oo. (45)

Hence by the boundes of By, we have
1k
liills;p z ; | Bi—1vi—1 + wi||” < oo. (46)

Since A and A + BL are stable then by Lemma 5 there exist 0-< 4 < 1 and
¢ > 0 such that

k k
| et | T(Ai+ BoL)| < ewb 4, Ak>4, Ajzo.
i=j i=j

(47)
If, for some k, ¢ = oo, then the assertion of this lemma is trivial. Assume
that tx < oo. From (36) and (37), it is easy to see that for j € [1, Trq1 — i)

te+i—1 -1 tetj-1

Ttytj = ( IT 4 )wtk + Z ( I1 A,) BiitiV i + Wy 4it1),
i=t i=0  l=tpti+1
and
j—1
eyl < et llzeg | + €Y 17 M | Beypivents + Wyl (48)
i=0

For real numbers a, b we have
(a+ b)? < 2a? + 2b%.
Using this inequality we can bound the right hand side of (48) as follows

-1
[ Zee441* < 262u% 2 4 2c I7 || By iUty 4 )’
tetil? < 26207 iz, |I° + 262 ( D p | Bti+iVte+i + Wepitrll ) -
=0
(49)

From (49) we can obtain (42) as in the proof of Lemma 3.1 in [1]. To proof
(43) we observe that by (34) and (36) we can estimate r; as follows

k-1 k-1 k—1
ri < S Mzl K2 + 230 (1K lzavi] + S sl
=0 =0 i=0

< ZII%H 1B + 2 ZIIKOII | Z!Ivzll +levzll

i=0 =0

In® kZuxm +2,/In° kZmu Zlmu +Zuv,u , (50)

1=0 i=0
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where the Schwartz inequality has been used. Hence by (42) and (45), (43)
follows. =

THEOREM 8. Under the adaptive control defined by (36)—(39), the esti-
mate 0y, is strongly consistent with the rate of convergence

1
|16 — 8| = o(n™7) a.s /\ v E [O, 3 oz),

where
6+ 3¢ 1

14+¢ <a< 2
Proof. The conclusion of the theorem will follow from Theorem 4 if we

can show that

lim 7 = oo, (51)
k—oo
and
Co .
A < 4—  with ¢p > 0, (52)
Tk

because the choice of € and (43) guarantee that assumption (20) holds. The
proof of these two facts follows the line of reasoningt for the time invariant
case in [1]. m

V. Optimality of adaptive control. In this section, we show that the
control law given by (36)—(39) is optimal. Theorem 8 establish the conver-
gence (Ag, Bi) to ,(\A,B) as k — oo, so by assumption (A4), (A, Bg) is
controllable and (Ag, /@) is observable for all sufficiently large & and by
Lemma 4.9 of (1]

Ly —~L ask—oo as., (53)
where Ly and L are given by (5) and (33) respectively. Hence, by definition
(34) we see that

Ky = Ly
for all sufficiently large k.
LEMMA 9. Under assumptions (A1)-(AT) there exists N > 0 such that
ug = Lrxy +vx  a.s. forall k> N.

Proof. It suffices to prove that for any fixed w there is an integer k such
that ¢, = oco. If the opposite were true, then t; < oo, for all k. In this case,
as shown in the proof of Lemma 3.1 in [1] we have 74, < oo, for all k. Using
the state equation (1) we have

tr th—Tk

> el = Y el

i=7‘k +1
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th—Tk  Teti—1
= Z “( II “. +BL))xrk
S=Tk
i Teti—1 -1 Tr+i—1
—+ Z ( H (As + BsL)).T-rk—i-r - Z ( H (As + BSL)>$TIC+7"”2
r=1 s=Tp+r r=0 s=7ytr
th =Tk Te+i—1 At meticl
- Z I( TI A+BD)an+ > (I (A4 +BiD))a
8=Tk r=Tr+1 s=r

Tr+i Te+i—1

-3 (11 Gt BD))zn|

r=Tr+1 s=r—1

th—Tk Te+i—1

- Z |( TI 4+ B.D))an,

S=T%
Te+i Te+i—1

+ 3 (TI e+ BD) @~ (s + BeaDyze )|

r=Tr+1 s=r

— Tk Teti—1

=tk§j '( H (AS+BSL))wTk
i=1

5=Tg

T+ Te+i—1

" Z ( H (AS+BSL))($T—AT_1.TT—1 _Br—1L$r—1)H2

r=1x+1 s=r-—1

te—Tk Te+i—1

= Z ”( II 4 +BL):lcT,c

S=Tk

Te+i Teti—

+ > (11 (As+BsL>)

r:Tk-f—; s=r—1

2
X (Br lLr—lxr 1+ Br—lvr—-l +w, — Br—ler—l)“

—Tk Te+i—1

- Z ‘( H (A, +B3L))wTk
_Tk“i"l Sr::-z
+ > ( II (As+BL)Bros(Loos = L)

r=Tr+1 s=r-1

Te+1 T +i—1 2

+ > (T s+ BD))(Brarve-y +w,)

r=7r+1 s=r—1

Y
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so by (47) we can find constants ci,c2, and c3 such that for sufficiently
large 7% '

tr t

2 2 2
ol = llen*+ D sl
=T i=1e+1

tx
< e ffzr, |2 + comax | Loy — LI Y flaal?
T2Tk

=Tk

tr
+c3 Z “Br-lv'r—l + wr||2

r=7r+1
and from here we have
tr
1
2
> el <
] 1—comax,>r, ||Lr—1 — L]

i='rk

tk
x (ctllonl®+es Y I1Brosvror +wel®). (54)
r=T+1

Furthermore, by (46), (53) and the fact that

lim 7, = lim tx = o0
k—oo k—oo

we conclude that

73
1+£
Szl < llzn, 1 10 7 + 8

’i=Tk

if k is sufficiently large. On the other hand by definition (38) we have

ti
1+5
Yo lell? > llenll® e + 8,77
‘i=Tk
The contradiction proves the lemma. =
LeEMMA 10. Under assumptions (A1)—(AT), the controlled system (1) has
the following properties:

k
lillcn_'sip % ; lzi|* <o a.s. (55)
s
limsup —— =0 a.s. (56)
k—oo k

It follows the way in the proof of Lemma 4.2 in [1].

THEOREM 11. For the system described by (1), if the assumptions
(A1)—(A7) are satisfied then the adaptive control law given by (36)—(39) is
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optimal i.e.

N
] 1
Jim —E ;((Qkxk, k) + (Hyup, ui)) =tr Y P a.s.

Proof. Define
k1 = (QuTi, Ti) + (Hruk, uk)
- trZP + (PTkt1,Tht1) — (Pzi, ), Kk 20.
By (5) we have
—(H + B'PB)L = B'PA,
and then P can also be written as
P=(A+BL)YP(A+BL)+LHL+ Q. (57)
Then by (1) with
ug = Lrxr + vk
and by (57) for k > N with N defined as in Lemma 9 we have
ri1 = ((Qr + Ly Hy Lk + (A + BrLy) P(Ax + BrLx) — P)zk, Tk)
+ (P(Byvk + wi41), Brvx + wip1) + (Hivk, ve) —tr Y P
+ 2(Rgvk, Lrxr) + 2(P(Brvg + Wit1), (Ax + BrLy)zk)
= ((Qx — Q + LiHyx Ly, + (A + B Ly) P(Ax + BiLy)
— (A+ BL)YP(A+ BL) — LHL)zy, zx)
+ (P(Brvk + wr+1), Brvr + wit1) + (Hivk, vk) — trz P
+ 2(Hyvg, Lyzk) + 2(P(Brvk + Wrt1), (Ax + BeLy)zy).  (58)
By assumption (A1) and (53) we know that :
kli.n;o(Qk ~Q+ LiHy Ly + (A + B Lg)' P(Ax + BxLy)
—(A+ BLYP(A+ BL)— LHL) = 0.
Hence by assumption (A1) and (55) it is clear that

k-1
1
lim > (Qx — Q + Ly HeLy + (Ax + BiLy)' P(Ax + Bi L)
1=0

k00
—(A+ BL)/P(A + BL) — LHL)zy,zx) = 0. (59)
By assumption (A1), (45) and (55) it follows that
=
lim > (P(Biw: + wig1), Bivi + wip1) =tr Y P, (60)

k—o00 ¢
=0
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1 k—1
III{.IO E ; (Hivi,'vi) =0

and
1 k-1
klim E Z 2 <Hi'Ui, Li:c,-) + 2 <P(Bi’ui + wi+1), (Az + BiLi):Ei) = 0.

By Lemma 6 and (55), we have also
1ak—1
lim E ; <P’LU1'+1, (Az + BiLi)iL'i)

k— o0

( Jzux,u lnznz,n ) )

i=0

Hence by (59)-(63) from (58) we obtain

Jm, Z 1 =

By the definition of £, ,; we conclude that

lim EZ (Qrxk, Tr) + (Hrug, ug))

N—oo N

—tTZP+ Z£1+1

1-0

ko

?rl*—‘
Agk

-1
((Pziyzi) — (PZig1, Tiy1))

=try P+o(l)+ (((P:L'o,wo) (Pzi,ax)) "= tr S P

where (57) is used for the last limit tracking. =

(61)

(62)

(63)

VI. Conclusions. In this paper we have extended the results of [2] for
the time varying system. An open question is follows: are the assumptions
(A3) about the stability of the control free system and (A7) about the rate
of convergence necessary for the solution of the adaptive control problem.
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