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A b stra c t. The adaptive version of the discrete time-varying linear quadratic control is 
considered under the assumption that the coefficients have limits as time tends to infinity 
sufficiently fast in certain sense and the limiting system is observable and stabilizable. 
It is proved that time invariant LS estimator can be used to estimate the limits of the 
coefficients and that it is strongly consistent under some conditions well known from the 
time invariant case. The estimator of the parameters is used to define an adaptive control 
law and it is shown that the control law is optimal.

1. Introduction. Consider the stochastic system

xk+i =  A kx k +  Bkuk +  Wk+i,k > 0 , ( 1 )
where xu is n-dimensional state vector, Uk is ra-dimensional control vector, 
Wk, k > 1 , is n-dimensional white noise sequence with zero means and 
covariance Ylk- Moreover we assume that

sup E  ||rufc||̂  < oo a.s. for some (3 > 2 . (2 )
k

The initial state xq  is a given random vector, independent of Wk, k >  1. 
Together with (1) we consider the cost functional

1  N
J(x0,u )=  lim — E 'y ]((Q kXk,Xk} +  (Hkuk,Uk)), (3)

N —>-oo iv  *— 'k—0
which is minimized, where the weight matrices Qk > 0, Hk > 0. The ob-
jective of this paper is to find optimal control law for system ( 1 ) with cost 
functional (3) under the following hypotheses:

(A l) limfc_>oo Ak =  A, Hindoo Bk =  B , lim ^oo J2k =  S ’ limfc_̂ oo Qk 
= Q, limfc- ôo Hk =  H.



22 A. Czornik

(A2) H > 0.
(A3) A is a stable matrix.
(A4) (A, B) is controllable and (A, y/Q) is observable.
(A5) £  > 0 .
(A6 ) The sequences A*, Bk are unknown as well as the their limits 

A, B.

Under the assumptions (A1)-(A5) the solution of the problem (1) with 
cost functional (3) is given by the following theorem [3].

The o r em  1. Assume that assumptions (A1)-(A5) hold. Then the feed-
back control

uk =  Lxk , (4)
where

L =  - ( H +  B' PB )~1B I PA  (5)
is optimal for system (1) with cost functional (3), where P is the unique 
solution of the algebraic Riccati equation

P =  A'PA -  A 'PB(H  +  B 'PB )~1B'PA  +  Q. (6 )

Moreover the minimal value of the cost functional is given by t r (£  P) .

II. Parameter Estimator. Theorem 1  implies that for the purpose of 
optimal control we should know only the limits A and B  of the sequences 
of system coefficients. Now we are going to define their estimator. Set

6
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max {A : A E cr(A!fc)}

d =  n +  m,

(7)

(8)

(9)

(10)

(10)

Let the estimator 0n of 9 at the moment n be given by the following recursive 
formula

9kĄ-1 — 9k -T nkRk p̂k Tk0k),
Rk-\-1 — Rk O'kRkTkTk.Rk

(12)
(13)
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with arbitrary do and Ro =  dl.  It is worth noting that in the time invariant 
case formulas (7)-(13) give the standard least-squares estimator. We shall 
use the following theorem from mathematical analysis ([4], vol I, pp. 53).

Lem ma  2 (Stolz’s Theorem). If ±k € R, yk £ R, Uk oo, yk+i > Vk
and the limit

lim Xk - Xk — 1
k—*oo yk - yk - 1

exists, then
i • x khm —  = lim x k - Xk — 1

k—►oo yk k—>oo Vk - yk - 1
The following inequalities will be used in further considerations:
Lem ma  3 [5]. If x > 0, y > 0 and 0 < 6 <  1, than

8x6~1(x — y) < x6 — y6. (14)
Holder’s Inequality. Let 1< p < oo, l < q < oo,  ̂ +  1 =  1. If for random 
variables £ and y, E  |£|p < oo and E \r]\q < oo, then

E M < (E \ t\ p)hE\ri\q)*- (15)
Cr-inequality. Let Xi, i =  1 ,... ,n be nonnegative real number, then

n n

< Cr Y l X^  (16)
i= 1 i—1

for all real numbers r, where

Th eo r em  4. Assume that

lim rk - oo, (18)k—> oo

there exists a finite random variable c and constant a G [0, |) such that
c

Xk < i _ q J (19)
rk

and
\\e-dk\\ = o ( r ^ ) . (2 0 )

Then
lim 6k — 0 a.s.k—>oo

(2 1 )

with convergence rate

ll̂ fc “ 0 || = (2 2 )
for any 8 e (a, \}.
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Proo f .  It is not difficult to check that
k - 1

@k =  R k  ^  ̂ T R k R 0 0̂ -
z=0

Using notation (7) and (8 ), we can rewrite (1) as follows

Xk =  + wk.
Substituting (24) into (23) we see

k —1 k—1

6k =  Rk^ 2  Vi'-p'fli +  Rk ^ 2  ViWi+1 + RkRg1^

(23)

(24)

i=0 i=0
^ fc— 1 fc—1

9 -  -# * 0  -  Rk ^ 2  VWiiO ~ di) +  Rk^>2 PWi+i +  RkR^Oo (25)
i= 0 z=0

and
fc-i

i= 0
fc- 1

+ R k ^ 2  V iw 'i+ 1  +  | | i 4 V < (26)
z=0

Analogously as in the proof of Theorem 3.1 in [1] we can verify
( i fc—i \

-  \\Rk\\ ||0|| +  ) = 0 . (27)
i= 0  '

Using (19) the second term on the right-hand side of (26) is estimated by
fc- 1

Rk ¥Wi(0 ~ ft) 1 —a<

i=0
and thus

A -6
k

fc-1

Rk ^  VirtW -  ft) c E t ~0 l l w f l l g - f t
±+6-a<

z=0

To end the proof is enough to show that

lim E t c 1 M 2 I I * - f t
k—*oo 4+6 — a =  0.

(28)

(29)

It can be done using the Stolz’s Theorem. To examine the limit

\\(Pk-i\\ \\0 ~ 9k-i\ 
fc™oo A+fi-a
lim

k — rk — 1
(30)
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we use (14) and it leeds to the following inequality

Ą +s- a -  c  (1 + « -  '
By assumption (20) the term on the right-hand side tends to zero when 
k —* oo. ■

III. Adaptive control law. In this section we first define the adaptive 
control and then show that the estimator of 6 is strongly consistent. For this 
purpose we must make an additional assumption about rate of convergence 
of fik-

(A7) There exists a constant v > 0 such that
lim ||0-tfk|| =o((fc 1 +"ln ‘'fc ) -1/ 2). (31)

fc—► OO

We define the adaptive control in the same way as in [2] for time invariant 
case. Define Pk, Lk as follows

Pk =  A'kPkAk -  A’kPkBk(R + B^PBn)-1 BkPkAk +  Q (32) 
Lk =  - (H  +  B ^PkB ^B ^PkA k, (33)

where

Ok
A'k
Bl

Ą  e Rnxn, B ’k e R’
k -

Fix e G (0, min(|, v)) and take any matrix K q G RnXm as the initial value 
for the adaptive feedback gain Kk ,which is defined by

{Lk if IILfcH < ln£/2 k, (Ak,Bk) is controllable
and Ak, y/Q) is observable (34)

Kk- 1  otherwise.
Introduce a sequence of i.i.d. random vectors £k independent of Wk such that 

Eei =  0, E s xe 'y — / ,  E ||£i||4 < oo

and define
1  — 5sVn — TL  ̂ Enj $ G 0, v0 =  0 . (35)

The time axis is partitioned by stopping times r ,̂ tk, Tk < tk < Tfc+i, 
k =  1 , ,  and the adaptive control Uk is defined to be

uk =  K%xk +  vk (36)

K°k =

with
Kk if k belongs to some [rr,tr)
0 if k belongs to some [tr,rr+i). (37)
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The stopping times are given as follows. We take t \ =  3 and define 

r j ~l 2 2tk =  sup |s > rk : E  ||a:i||2 < ĤTfc ||2 ln£ rjt +  (j -  l ) 1 + 2 ,

rfc+i =  sup l s > tk : E  ll îll2 <
N- _L 1

A  J e (rfc,s }

?1+£ llxe|l2 lne s

* =  Tfc +  l
2fc ’ s1+* ~

<  1

(38)

(39)

IV . Strong consistency o f  parameter estimates. In our future con-
siderations we will need the following facts.

Lem ma  5. If matrices Utk converge to a stable matrix, then there exists 
constants 0  < p, < 1  and c >  0 such that

where

n * < Cflk—j+l
1 A k > j ’ A - 7 - 0’

U x ’
X qX q + 1 . . .X p, for q > p 
I, for q < p.

(40)

Lem ma  6. Let Fk be a family of non-decreasing sub a-algebras, f k be a 
random Fk —measurable vector and let (wk,Fk) be a martingale difference 
sequence satisfying (2). Then

E / ^ +i = 0 ( ( E i ^ i i 2 l n E w i i 2 ) 7 )  a-s- (41)
i=1 i—1 i—1

For the proof of Lemma 5 we refer the reader to [1], p.191 and for the 
proof of Lemma 6 to [6].

Lem ma  7. Under the control defined by (36)-(39) the following estimate 
takes place

IN I2 =  0(1) a.s. (42)
i = l

rk =  0 (k 1+£ ln£ k). (43)
P roo f .  Let Pi =  min(/3,4) and fix s G [2, Pi). As in the proof of Lemma 

3.1 in [2] we can show that

1 2
lim sup — E IKHS <oo ,  (44)

k—H30 i= 1
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1 '
Hmsup - —TT E  bi\\8 <  oo .k —► oo rC1 i=l

Hence by the boundes of Bk we have

1 J* ^
limsup -  E  \\Bi-iVi-i +  Wi||s < oo.

fc—► oo

(45)

(46)
i=l

Since A and A +  BL are stable then by Lemma 5 there exist 0 < /z. < 1 and 
c > 0 such that

fc k
| i i ( ^ + B ii)|| < cv ~ j+ \ /\k > i ’ a ^ ° -

i—j i—j
(47)

If, for some k , tk =  oo, then the assertion of this lemma is trivial. Assume 
that tk < oo. From (36) and (37), it is easy to see that for j  6  [l,Tfc+i — tk] 

t k + j - 1 j -1 tk+j-i
= ^ 1 1  A i ^ x tk + e  n  + w tk+ i + l ) ,

i = t k

and
i—0 l—tfc+i+ 1

3 - 1

||*tfc+j II < I|®tfc II +  C E  ^  * 1 ll^fc+^fc+i + W*fc+i+l II • (48)
4=0

For real numbers a, b we have

(a + 6 )2 < 2 a2 +  2b2.

Using this inequality we can bound the right hand side of (48) as follows
j —l 2

||z*fe+j||2 < 2 c 2fi2j ll t̂JI2 +  2c2( E ^ _ '_1 \\Btk+ iV tk+ i  +  wtfc+i+i||) •
4=0

(49)
From (49) we can obtain (42) as in the proof of Lemma 3.1 in [1]. To proof 
(43) we observe that by (34) and (36) we can estimate rk as follows

fc -i fc -i fc -i

r k <  Y 1 m 2 11*711 + 2 E  l l * ? l l + E

4= 0

fc- 1
4=0 i=0

< ^||xi||2 ||Jf“||2 +  2
4 =  0

fc-1 fc-1 fc- 1

E ) W i l 2 M a £ M 2 + E l M l :
\ 4=0

fc- 1

lne k E  ||«̂41|2 +  2
4=0

fc- 1  fc- 1

4=0 4 =  0

fc- 1

ln*k]£l*i|a£ M |2 +  £ M 2 . (50)
4 =  0 4=0 4 =  0
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where the Schwartz inequality has been used. Hence by (42) and (45), (43) 
follows. ■

T h eo r em  8. Under the adaptive control defined by (36)-(39), the esti-
mate 9k is strongly consistent with the rate of convergence

where

||0fc -  0 || =  o(n 7) a.s /\ 7  e 

<5 + 3e

a

„ <  a  <  - .
1 + e 2

P roo f .  The conclusion of the theorem will follow from Theorem 4 if we 
can show that

lim rk =  oo, (51)
k—KX>

and

A& < "rh ; witłl co > (52)
r k

because the choice of e and (43) guarantee that assumption (20) holds. The 
proof of these two facts follows the line of reasoningt for the time invariant 
case in [1 ]. ■

V. Optimality of adaptive control. In this section, we show that the 
control law given by (36)-(39) is optimal. Theorem 8 establish the conver-
gence (Ak,Bk) to (A ,B ) as k —> oo, so by assumption (A4), (Ak,Bk) is 
controllable and (Ak,y/Q) is observable for all sufficiently large k and by 
Lemma 4.9 of [1]

Lk —> L as k —> oo a.s., (53)
where Lk and L are given by (5) and (33) respectively. Hence, by definition 
(34) we see that

K k  — Lk

for all sufficiently large k.

Le mma  9. Under assumptions (A1)-(A7) there exists N >  0 such that

Uk =  LkXk +  Vk a.s. for all k > N.

P ro o f .  It suffices to prove that for any fixed u there is an integer k such 
that tk =  oo. If the opposite were true, then tk < oo, for all k. In this case, 
as shown in the proof of Lemma 3.1 in [1] we have Tk < oo, for all k. Using 
the state equation ( 1 ) we have

tfc tfc "̂fc
m 2 =  ii f̂c+iii2

i=Tk +  l i—l
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tk—rk Tk+i — l
e  ||( n  (a , + B ' L ) ) x ,
i—1 S—Tk

+ E ( T r T  ( A s 4“ B s Ij ) ^ x Tk+ r - e (  n  4~ B s Ij ^  %Tk + r  II
r—1 s=Tk+r r—Q s=Tk+r

tk—rk Tk+i — l Tfc+i Tfc+i-1

e  ||( n  ( ^ + ^ ) ) ^ fe+  E  (  n  ( A s + B s L ) ) x t
i=  1 S =  Tfc

Tfc+i Tfe+i-1

-  e  (  n  { + + b >l )

i — 1 Tk+i—l

r=Tk + 1 s=r

2
Xr —i

r=Tk  +1 s —r  —  1
tk Tfe Tk+i 1

E  (  I I  ( A .  +  B . L
i = l  S=Tk

Tk+i Tfe+i-1

+  e  ( n  ( A s 4- B g l / f j  (x r — ( A r^ i  +  B ,— 1 L ) x , — 1)
T —Tfe +1  s =  r

tk 1~k Tk+i 1E ||( n ( A s  +  B s L ) ) x Tk
i =  l S—Tk

Tk+i Tfe+i-1

e  n  ( A s 4- B s L ) j ( x r — A r - i x r - i  — B r - i L x r_ i )
r—rk +  l s=r  — 1 

tk Tk Tk+i 1

e  ||( n  ( + + b , l

i =  l S — Tk

Tk+i Tk+i—l

+
r=Tfc+l S—V—1

Tfe

Tfc-t-Z Tfe-t-t— 1

E  (  I I  ( A .  +  B . L

x (Br^\Lr—\xr—\ 4~ Br_\VT—1 4~ ixr — Br^.\Lxr—\)

tk Tfc Tk+i 1

e  ||( n  { + + B . L
i = l  S—Tk

Tk+i Tfe+i-1

"Tfe

+  e  ( n  ( A s 4- BSL)^Br- i (L r- i  — L)xr- 1
r=Tfe +  l s = r —1 

Tfc+i Tfc+i-1

+  e  ( n  ( A s 4- BsL)j ( B r - \ v r - i  4- w r )
T—Tfe +1 s = r —1
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so by (47) we can find constants ci,C2 , and C3 such that for sufficiently 
large rk

i > < i i a =ii**»ii2 + e  i n i 2
i=Tk i=Tk +1

tk
< Cl ||a?Tfc ||2 +  c2 max ||Lr_i -  L\\ Y  ||xi||2

i=rkr>Tk

+ C3 ll-^r-l^r-1 +
tk

Wr

r=Tk + 1
and from here we have

tk

^ 2  -  1  -  c2 maxr>Tfe \\Lr- i  -  L\\l = Tk ~
tk

x ( C1 \ \x Tk\\2 +  c 3 Y  \\Br- iv r- i  +  Wr\\2 J. (54)
r—Tk + l

Furthermore, by (46), (53) and the fact that
lim Tfc =  lim tk =  00k—Mao k—>00

we conclude that
tk

Y  11̂ II2 ^ IÎ Tfe ||2 In2 Tk +  tki+ f

l=Tk
if k is sufficiently large. On the other hand by definition (38) we have

Y  llXiH2 > ll:r̂ l|2ln£rfc + tfc+ '-
l =  Tk

The contradiction proves the lemma. ■
Lem ma  10. Under assumptions (A1)-(A7), the controlled system (1) has 

the following properties:

1  k 2lim sup — E \\xi\\2 < 00 a.s. (55)
1 Kfc—► 00 i=l

Xk\lim sup
fc—>00 ft

=  0 a.s. (56)

It follows the way in the proof of Lemma 4.2 in [1].
The o r em  11. For the system described by (1). if the assumptions 

(Al)-(A7) are satisfied then the adaptive control law given by (36)-(39) is
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optimal i.e.

1 N
lim — E'S'UQkXkiXk) +  (Hkuk,uk)) =  V ]P  a.s.

N —>oo iV ^ ^ '  k=0
Proo f .  Define

£fc+l =  ( Q k ^ k i  %k)  d" ( H k Uk , U k )

- t r ^ P  +  {Pxk+1 , «*.+!> -  (Pxk,x k) , 'fc > 0.

By (5) we have
- (P ' +  B,PB)L =  B'PA, 

and then P  can also be written as

P =  (A +  BL)'P(A  +  BL) d- LHL +  Q. (57)

Then by (1) with
uk — Lkx k T vk

and by (57) for k > N  with N  defined as in Lemma 9 we have

£fc+i — ((Qk d- L'kHkLk +  (Ak +  BkLk)'P (A k +  BkLk) — P )xk,x k)

+  (P (Bkvk +  wk+1 ), Bkvk +  wk+1 ) +  (Hkvk, vk) -  tr y ^ P  

d- 2 (Rkvk, Lkx k) d- 2 (P(Bkvk d- (A& T PfcLfc)xfc)
— ((Qfc ~ Q + L'kHkLk -+■ (Ak +  BkLk)fP(A k +  BkLk)

- ( A d -  BL)'P (A  +  BL) -  LH L)xk,x k) 

d- {P (B kvk +  wk+1),B kvk +  wk+i) d- (Hkvk,vk) -  t r ^ P  

d- 2(Hkvk, Lkx k) +  2(P(Bkvk +  w*+1), (A* d- BkLk)xk). (58) 

By assumption (Al) and (53) we know that

lim (Qk — Q -f- LkHkLk +  (Ak +  BkLk)'P (A k d- BkLk)
k—>oo

(A. +  BL)'P(A  +  PL) -  LHL) =  0. 

Hence by assumption (Al) and (55) it is clear that
1 k—l

lim — y^(Qfc — Q -f L'kHkLk -|- (Afc d- BkLk)'P (A k +  BkLk)
fc—>oo rC z—0

- (A d -  BL)'P(A  d- BL) -  LH L)xk, xfc) =  0. (59)

By assumption (Al), (45) and (55) it follows that
^ k — l

lim -  V ]  (P(BiVi +  itii+i), BiVi d- wi+1 ) =  tr ^  P,
f c—► OO rC 2—0

(60)
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 ̂ *_*
lim -  (HiVi,Vi) =  0 (61)

fc—too fc *— 'i=0
and

^ fc—i

lim — y ' '  2 (P ^ i, Li^i) -I- 2 (P{BiVi +  wi+i ), (A* -1- BiLi)xi) =  0. (62)
k—►co K z  ̂

z—0

By Lemma 6 and (55), we have also
^ fc -i

lim -  V  (Pwi+1 , (A* +  BiLi)xi)
k—KX) K Ł

z=0

= ° U
N

fc -i fc -i

E M 2 ‘n E =  o(l). (63)
i= 0 i= 0

Hence by (59)-(63) from (58) we obtain
^ fc—i

J imfc—*00 fc ^ '
i=0

By the definition of £j+i we conclude that 

1 N
lim — ^ ( (Q f c ^ ,  x k) +  (Hkuk,uk))

N —k x > — 'fc=0
 ̂ fc—1 J fc —1

=  y ^  p + -  y ]  &+i +  -  y^((p®i} a*) -  (p®i+i , i i+i))
fc—i fc—i

fcE « * + i + ]fc
i= 0  i=(J

=  tr y ^  P +  o(l) +  i ( ( ( P x 0, x0) -  (Pxk, xk))) k^ °  t r y >  

where (57) is used for the last limit tracking. ■

V I. Conclusions. In this paper we have extended the results of [2] for 
the time varying system. An open question is follows: are the assumptions 
(A3) about the stability of the control free system and (A7) about the rate 
of convergence necessary for the solution of the adaptive control problem.
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