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Abstract: Experimental and numerical investiga-
tion of non-submerged fl ow under a sluice gate. 
The problem of sluice gate fl ow is analyzed us-
ing two models: a simplifi ed one, derived accord-
ing to the concept of the Potential Field (PF), and 
a more complex form, based on the Reynolds 
Average Navier-Stokes (RANS) equations. The 
numerical solution is compared with experimen-
tal data, including measurements performed by 
authors and results acquired from literature. De-
spite its simplicity, the PF model provides a sat-
isfactory agreement with the measurements. The 
slightly worse performance of the RANS model 
comes from an overestimation of energy losses.

Key words: sluice gate, CFD, OpenFoam, inter-
Foam, Potential Flow model, contraction coeffi -
cient, discharge coeffi cient

INTRODUCTION

A sluice gate is used in control and meas-
urement processes in irrigation channels 
and hydraulic structures. The discharge 
under the sluice gate may be non-sub-
merged if it is affected only by the up-
stream fl ow depth and is independent of 
the depth below the gate or submerged, 
when both the upstream and downstream 
fl ow depths are affected by the fl ow. 
Laboratory investigations of sluice gate 
fl ow are time-consuming and the results 
are bound to be somewhat scale-affected. 
Today, the computational fl uid dynamics 
simulation of fl ow fi elds may be capa-

ble of providing precise solutions to such 
problems (Oner et al. 2012). 

The computation of fl ow under gates 
is one of the oldest classical problems 
in hydraulics. It comes from its practi-
cal importance and the complexity of the 
process. Numerous studies have been 
undertaken in this subject. In the engi-
neering approach, formulas derived from 
the energy equation are commonly used. 
The simplicity is obscured by a poor rep-
resentation of the process which does not 
allow for deeper investigations of fl ow 
properties. On the other hand, numeri-
cal solutions of sluice gate fl ow depend 
on a mathematical representation of the 
fl ow fi eld and a discretization of a prob-
lem domain. These factors determine the 
practical usefulness of these methods.

Due to the development of computa-
tional techniques, especially the Finite 
Element Method (FEM), Finite Volume 
Method (FVM), a much more complex 
analysis of fl ow proprieties around the 
hydraulic structure becomes possible. 
Numerous approaches involving the 
FEM and FVM have been described. 

Many papers have given comprehen-
sive review of the state-of-art of models 
based on potential fl ow theory, where the 
real fl uid is represented by a two-dimen-
sional, irrotational, inviscid fl ow (Fang-
meier and Strelkofff 1968, Larock 1969, 
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Diersch 1976, Kubrak 1989, Montes 
1997, Belaud and Litrico 2008).

Unquestionably, Computational Flu-
id Dynamics (CFD) represents the most 
sophisticated approach;  however, for 
special problems like sluice gate fl ow, 
simplifi ed methods might also be ap-
propriate and effective. There are two 
crucial issues that distinguish specifi c 
techniques: the description of a fl uid 
fl ow fi eld and the method by which a 
free surface is modelled. The fi rst case 
refers to the simplifi cation level of the 
Navier-Stokes equations. In practical ap-
plications this might imply inter alia the 
formulation of Reynolds Average Na-
vier-Stokes (RANS), Large Eddy Stimu-
lations (LES) or an irrotational fl ow. The 
problem of a free surface evolution can 
be stated in the Lagrangian terms, where 
the free surface acts as a moving bounda-
ry and can be represented by an adaptive 
mesh, or in Eulerian terms, with a fi xed 
mesh and additional equations describ-
ing the evolution of a liquid interface.

One of the fi rst numerical experiments 
with the RANS model for the sluice gate 
problem was presented by Harlow and 
Welch in 1965. The authors proposed 
a Marker And Cell (MAC) method to 
model the free surface, where the loca-
tion of the liquid is determined by mark-
ers moving according to the fl uid fl ow. 
The development of the MAC leads to 
the Volume of Fluid (VoF) method, for-
mulated by Nichols and Hirt (1975), 
where to each cell in the computational 
domain a variable referring to the amount 
of a fl uid phase is assigned. Despite the 
simplicity of such an approach, due to 
computational costs the fi rst CFD mod-
els of the sluice gate were mostly based 
on adaptive meshes. 

At the beginning of the 21st century, 
with the rapid development of computers 
and CFD methods, VoF models become 
widely applied to various hydraulic prob-
lems, including fl ow through the sluice 
gate. The VoF modes, coupled with the 
fi nite element implementation of RANS, 
were used in several analyses of sluice 
gate fl ow. The most recent are by Kim 
(2007), Akoz et al. (2010), Cassan and 
Belaud (2012) and Oner et al. (2012). 
Except for the fi rst, where FLOW-3D 
solver was used, all these applications 
are based on the ANSYS CFD software 
(ANSYS 2011). 

As new CFD methods still emerge, it 
is useful to test their performance in solv-
ing common engineering problems. In the 
present study we analyze the numerical 
solution of sluice gate fl ow obtained us-
ing the VoF RANS formulae and an inter-
Foam modeling system. It is a part of an 
open source framework of the OpenFoam 
(OpenFAOM Fundation 2012). The mod-
el performance and accuracy were tested 
by Deshpande et al. (2012); however, still 
there is a lack of applications in typical 
hydraulic environments, such as sluice 
gate fl ow, which is investigated in this 
study. Especially, the interFoam algo-
rithm is based on a different concept of 
an interface (the free surface) tracking to 
the models used in previous studies. In 
FLOW-3D and ANSYS CFD solutions 
the free-surface is determined after evalu-
ating the fl ow equations by a geometrical 
reconstruction of the liquid-gas interfer-
ence. In the interFoam the additional term 
is directly implemented in the solver.

The interFoam performance is com-
pared with a simplifi ed model of irro-
tational, inviscid fl ow with an adaptive 
mesh. The numerical computations were 
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verifi ed using experimental investiga-
tions of the sluice gate fl ow. The experi-
ments were conducted in the hydraulics 
laboratory and consist of measured infl ow 
rate and water elevations before and after 
a sluice gate with a given opening. It has 
to be noted that the term “experiment” ac-
counts not only for the physical measure-
ments but also numerical simulations, also 
called experimental design. In the present 
paper both meanings are used. 

NON-SUBMERGED FLOW 
UNDER SLUICE GATE – 
ENGINEERING APPROACH

The discharge through a non-submerged 
sluice gate fl ow may be expressed on the 
basis of the energy equation and continu-
ity fl ow formula with the discharge coef-
fi cient – Cd (Fig. 1):

2dQ C aB gH=  (1)

where:
Q – discharge;
Cd – discharge coeffi cient;
a – gate opening;

B – sluice gate width;
g – gravitational acceleration;
H – water depth before the gate.

The discharge coeffi cient Cd for non-
-submerged sluice gate fl ow was calcu-
lated as:

1

c
d

c

CC
aC
H

=
+

 (2)

where:
Cc – the contraction coeffi cient defi ned 
as the ratio of downstream water depth 
at the vena contracta and the gate open-
ings as:

Cc = h / a

EXPERIMENTAL 
INVESTIGATIONS

The real fl ow experiments were per-
formed in the laboratory duct, 0.31 m 
wide, 0.45 m high and 5 m long. 

FIGURE 1. Defi nition plot of a sluice gate
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Inside the device a sharp-crested gate 
with adjustable opening was placed. 
Experiments were performed for differ-
ent infl ow rates and constant opening 
heights, during which the water level 
before and after the gate at several loca-
tions was measured. The experimental 
conditions of the fl ow are shown in Fig-
ure 2 and given in Table 1.

METHODS OF CALCULATION

The methodology consists of two ap-
proaches: the RANS VoF model and 
the Potential Flow (PF) model with the 
adaptive mesh. The fi rst presents a very 
general formulation of the fl uid fl ow 
problem, while the second is a specifi c 
solution  to sluice gate fl ow.

interFoam VoF model
The interFoam is a RANS model of an 
incompressible multiphase fl ow. Partial  
differential equations are solved using 
the FVM discretization and the model is 
part of the OpenFoam library, designed 
mostly, but not only, for CFD problems. 
As the model has been developed under 

the terms of the General Public License 
(GPL) the complete documentation is 
not a part of the product, but rather it is 
provided by the user community. Gov-
erning equations were described in detail 
by Deshpande et al. (2012), who focused 
their study on model performance issues. 
The short introduction of the interFoam 
presented in this paper is based on this 
article. 

TABLE 1. Measured and computed fl ow properties of the gate fl ow: H – water depth before the gate, 
Q – total discharge, a – gate opening, vo – upstream mean velocity before contraction, Ho – hydraulic 
head, h – downstream water depth, a/Ho – relative opening, Re – Reynolds number, Fr – Froude number

H
[m]

Q
[m3/s]

a
[m]

vo
[m/s]

Ho
[m]

h
[m]

a/H
[-]

Re
[-]

Fr
[-]

0.1260 0.0135 0.05 0.3451 0.1321 0.0315 0.40 132 771 0.31
0.1640 0.0159 0.05 0.3137 0.1685 0.0315 0.30 157 089 0.25
0.1940 0.0177 0.05 0.2935 0.1984 0.0320 0.26 173 860 0.21
0.2525 0.0204 0.05 0.2560 0.2559 0.0320 0.20 197 374 0.16
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FIGURE 2. The hydraulic channel: 1 – impeller pomp, 2 – closing valve, 3 – magnetic inductive fl ow 
meter, 4 – infl ow pipe, 5 – slope control, 6 – infl ow section, 7 – control box, 8 – outfl ow, 9 – storage 
tank, 10 – valve, 11 – gauge, 12 – vertical sluice gate
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The VoF approach defi nes a special 
indicator to distinguish separate fl ow 
fractions. Here, to simplify the notation, 
we present a two-phase: gas-liquid for-
mulation of such an indicator I(x, t), in 
the space (x) and time (t) domain (Ω):

( ) 1
0

L

G

I ,t = for
for

∈ℜ
∈ℜ

x x
x

 (4)

A discretization over the computational 
cell (Ωi) leads to a liquid fi eld:

( ) ( )1

i

i
i

,t = I ,t dVx x  (5)

The value of 1 refers to a cell totally 
fi lled with liquid, 0 with gas. The conti-
nuity equation for the liquid fl ow takes 
the following form:

 (6)

The crucial issue here is to preserve 
the discontinuous nature of an inter-
face between gas and liquid that does 
not have to follow the cell boundaries. 
A numerical solution for γ has to fulfi l 
the additional constraint that would limit 
the interface smearing. Default methods 
of commonly used models (i.a. ANSYS 
2011) are based on a geometrical recon-
struction of interface. In the interFoam 
the additional constraints are directly 
implied, through a special limiter im-
plemented in the MULES (Multidimen-
sional Universal Limiter with Explicit 
Solution) solver.

The two-phase momentum equation 
takes the following form:

s s

+ =
t
p+ + +

+ g+ d

U U U

U U

x x n x

 (7)

where:
ρ – density fi eld, μ a viscosity fi eld;
σ – surface tension coeffi cient;
δ(x-xs) – 3D Dirac delta function;
Γ – gas-liquid interface;
κ – local interfacial curvature. 
The surface tension is represented by 
the continuum model of Brackbill et al. 
(1992). 

The interFoam allows utilizing dif-
ferent turbulence models. In the present 
study we applied the standard k-ε clo-
sure. The other model, k-ω closure, 
would provide more precise results, as 
it is able to predict the turbulent length 
scale near the walls more accurately. 
However, Akoz et al. (2010), Cassan and 
Belaud (2012) report that the choice be-
tween these two closures is not crucial in 
the case of sluice gate fl ow.

The k-ε model is insensitive to ad-
verse gradients and is unsuitable for 
wall regions where fl ow conditions are 
strongly affected by viscosity effects. 
Therefore to model the fl ow fi eld near 
walls it is necessary to impose additional 
modifi cation terms. There are two com-
mon ways to address this problem: a 
two-layer or wall function approach. In 
the fi rst the near wall region is modelled 
with a modifi ed turbulence model that in-
cludes viscous effects, whilst in the sec-
ond approach the momentum fl uxes are 
computed with a semi-empirical func-
tion, derived, e.g. from the logarithmic 
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law. Beside additional equations used for 
turbulence modelling, the two-layer ap-
proach requires a fi ner mesh in the wall 
region than wall functions, which makes 
it more computationally demanding. 

In modelling of sluice gate fl ow both 
approaches are utilized; Akoz et al. 
(2010), Oner et al (2012) use the two-
-layer approach, whilst Kim (2007), Cas-
san and Belaud (2012) apply wall func-
tions. In our study we have applied the 
wall functions approach to reduce the 
computational cost.

The discretization of a modelled do-
main has a noticeable impact on the so-
lution. Akoz et al. (2010) and Oner et 
al. (2012) showed how cell density can 
affect the free surface profi le near the 
gate. In a case of the interFoam model 
we decided to apply a structured hexa-
hedral mesh, developed with help of the 
blockMesh generator, provided by the 
OpenFoam library. As in other listed 
studies, it was assumed that only two 

fl ow directions are dominant and suf-
fi cient representation of the problem is 
given by a 2D formulation. Therefore, 
each computational cell was extended 
across a total channel width. For the re-
maining directions, height (y) and length 
(x) of the same cell size (dx,dy) were im-
plied. The resolution of the mesh was 
adjusted to buffer the wall region with 
single cells that accounts for a transition 
between a viscous sublayer and a loga-
rithmic region, fulfi lling the condition 
12 < y+< 250, with y+= yu*/ν, where u* 
is a shear velocity. The general scheme 
of the mesh is given in Figure 3.

The numerical simulations were de-
signed to reproduce the fl ow conditions 
observed during laboratory experiments. 
The boundary condition for a velocity at 
the infl ow was defi ned in terms of a con-
stant discharge, given by measurements. 
The distribution of water velocity was 
assumed to be uniform. The input veloc-

FIGURE 3. The interFoam computational mesh scheme
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ity was linked with the indicator of the 
phase fraction (γ), in the following way: 

 (8)

where:
vi – velocity at a face of the i-th cell;
γi – phase fraction (1 for water);
Q – total infl ow;
N – number of cells at the inlet;
Ai – face area.
The boundary distribution of γ at the 
inlet was defi ned to be equal to values 
computed at neighbour cells. In this way 
it was possible to obtain fl exible bound-
ary conditions that would follow a com-
puted water level before the gate. 

As mentioned above, the turbulence 
in wall regions (for the VoF model) was 
described using wall functions i.e. kqR-
WallFunction for turbulence insensitivity 
(k), epsilonWallFunction for turbulence 
dissipation and nutkRoughWallFunction 
for the eddy viscosity (OpenFOAM Fun-
dation 2012). We have adopted the de-
fault parameter values for the hydraulic 
smooth surfaces.

At the channel outfl ow, as well as 
for top surfaces, intended to be open to 
the atmosphere, boundary conditions 
were generally introduced in the form 

of a zero gradient (using InletOutlet and 
pressureInletOutletVelocity functions). 
The only exception was made for the 
pressure, which at the outlet face was 
assumed to follow the internal fi eld. For 
the surfaces representing the atmosphere 
a fi xed value was given. 

To reduce the impact of the boundary 
conditions on the results, a reasonable 
distance between the boundary faces and 
the gate was maintained. The channel 
length before and after the gate amounts 
to 0.40 and 0.60 m, respectively. These 
values were elaborated on the basis of 
multiple numerical tests.

For the fi rst numerical experiment 
the initial conditions were defi ned by the 
constant values of all variables ant it was 
assumed that the whole model domain is 
fi lled by the liquid. The simulations were 
carried out to achieve a steady state con-
dition. For further simulations, to speed 
up computations, the output from previ-
ous experiments was used as an initial 
condition. This reduced the time required 
to obtain a steady state solution.

For each measurement set, compu-
tations were performed for three mesh 
resolutions, given in Table 2. Results 
presented in this paper refer to the fi nest 
mesh, whilst medium and coarse meshes 
were designed for the sensitivity analy-
sis. 

TABLE 2. Computational mesh sizes for the VoF

Q
[m3/s]

Finest mesh cell size
(dx × dy)
[mm2]

Medium mesh cell size 
(dx × dy)
[mm2]

Coarse mesh cell size 
(dx × dy) 
[mm2]

0.0135 1 × 1 2.5 × 2.5 5 × 5 
0.0159 1 × 1 mm 2.5 × 2.5 mm 5 × 5 mm
0.0177 1 × 0.5 mm 1 × 1 mm 5 × 5 mm
0.0204 1 × 0.5 mm 1 × 1 mm 5 × 5 mm
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Potential Flow model
The Potential Flow (PF) model is based 
on an equation of stationary two-dimen-
sional and irrotational fl ow of a homog-
enous inviscid and incompressible fl uid:

 (9)

where:

 (10a,b)

denotes horizontal and vertical velocity 
components. 

The fi eld of the potential fl ow is con-
strained by streamlines, along which the 
domain is divided into elements. The 
streamlines downstream of the gate were 
elaborated to ensure that they are tan-
gential to the velocity vector. The water 
surface was represented as a streamline, 
whose location was adjusted in an itera-
tion process to ensure zero pressure. The 
downstream boundary condition was de-
fi ned at the equipotential line, normal to 
streamlines. The  algorithm used was de-
veloped by Diersch (1976) and was pre-
viously applied to the problem of sluice 
gate fl ow by Kubrak (1989).

Equation (11) was solved in an area 
for fl ow under the sluice gate bounded 
line S and points ABCDEF shown in Fig-
ure 4. The boundary conditions were:

constant velocity in the inlet cross 

section (S0) ;

constant velocity in the outlet cross 

section (S1) ;
velocity normal to an impermeable 
boundary is equal to zero: S2, S3, S4 
→ vn = 0;
the velocity component normal to 
a free water surface is equal to zero;
atmospheric pressure is equal:

S5  → vn = 0, p = patm

where:
v0 v1, v2 – velocity normal to boundary 
of area;
n – normal to boundary line S of area V;
p – pressure;
patm – atmospheric pressure.

With the velocity potential function 
(Φ) as the primary unknown, the solu-
tion is reduced to the Laplace equation 
under Cauchy boundary conditions. As 
a result of the fi nite element approxima-
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FIGURE 4. Geometry and boundary conditions of the solution domain for fi nite element analysis of 
the gate fl ow
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tion, a linear, symmetrical and banded 
system of equations is obtained that gives 
the nodal values of the velocity potential 
function as a solution. Free surface fl ows 
of fl uids lead to a non-linear boundary 
value problem, since the surface profi le 
is initially unknown.

For the PF model a structured irregu-
lar mesh is used. Upstream of the gate the 
mesh is fi xed and its height corresponds 
to a water depth. The height of cells in 
a downstream part is adjusted during 
model iterations to ensure the zero-pres-
sure condition at an interface. An initial 
shape of elements is given on the basis of 
an expected contraction. An example of 
a water profi le evolution is shown along 
with the mesh in Figure 5.

The boundary conditions for the Po-
tential Flow model were specifi ed as for 
the interFoam (Fig. 4). The uniform ve-
locity fi eld was defi ned as v = q/H at the 
infl ow face of the mesh. 

The mesh upstream of the gate was 
designed to model a horizontal, fl at wa-
ter surface at a level given by measure-
ments (Fig. 5). For the downstream re-
gion, where the mesh is refi ned during 
the computations to identify a free sur-
face profi le, an initial element shape is 
assigned based on standard engineering 
formulas. The computations were per-
formed for the mesh, which had 240 ele-
ments (813 nodes).

The practical solutions of fl ows un-
der vertical sluice gates are determined 
in the following steps (details – see e.g. 
Kubrak 1989):

An assumption of a  horizontal free-
-surface location far upstream H and 
an initial free surface location far 
downstream h for a given gate open-
ing a.
Calculation of the contraction co-
effi cient (3), discharge coeffi cient 

1.

2.

FIGURE 5. The mesh scheme of the Potential Flow model: 1, 2 and 3 refer to the streamlines shape 
evaluated at iterations 1–3
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(2), discharge (1) and the total head 

Ho .

Finite element discretization by quad-
rilateral isoparametric elements of the 
basic fl ow-fi eld (Fig. 5).
Calculation of the Φ values for nodes 
along the free surface.
Solution of the banded system equa-
tions, calculation of velocity compo-
nents and correction of the free sur-
face streamlines S5. 
Numerical control of the boundary-
potential surface S1.
Computation of the new total head Ho.

3.

4.

5.

6.

7.

Repeating the computation of the 
free surface streamlines to satisfy 

the condition  
( the height of nodes at the 
water interface in iterations).

RESULTS

The measured and calculated water pro-
fi les near the gate are illustrated by depth 
plots (Fig. 6). The downstream levels 
found using the PF model are under-
estimated, because of a lack of energy 
loss terms. For higher fl ows (0.018 and 

8.

FIGURE 6. Water depths upstream and downstream of the gate
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0.020 m3/s) the VoF results closely fol-
low the experimental data. For two re-
maining smaller discharges, the VoF 
model also underestimates downstream 
levels.

Apart from the standard properties 
of sluice gate fl ow the VoF provides 
a detailed description of the fl ow fi eld. 
In Figure 7 the streamlines are shown 
within the distribution of the phase co-
effi cient. It can be noticed that contrac-
tion starts approximately at a distance of 
16 gate opening lengths (x/a), which 
suggests that the velocity profi le near the 

gate is not affected by the upper bound-
ary condition.

The contraction coeffi cient (Cc) com-
puted by both methods and laboratory 
measurements can be found in Figure 8. 
The differences in contraction and also 
a/H index for VoF simulations comes 
from a small overestimation of the water 
levels upstream of the gate, which affects 
the overall hydraulic head. The over-
estimation of a contraction by the VoF 
model results from higher energy losses 
at the gate fl ow than those reported by 
laboratory measurements – respectively 

FIGURE 7. The streamlines and the phase coeffi cient distribution for the VoF model, for 
Q = 0.018 m3/s

FIGURE 8. Coeffi cient of contraction for non-submerged sluice gate fl ow as a function of relative 
opening a/H
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10–16% to 4–2% (Fig. 8). On the other 
hand, even higher values of contraction 
were reported for the VoF model by Akoz 
et al. (2010) and Oner et al. (2012). The 
Potential Flow model gives values closer 
to those found in the literature.

The values were given along with ex-
perimental results of Żukowski (Knapp 
1960), Rajaratnam and Subramanya 
(1967), Defi na and Susin (2003). Values 
of Cassan and Belaud (2012) were ob-
tained using the similar VoF model, with 
a k-ε Re-Normalization Group (RNG) 
closure.

In Figure 9 the discharge coeffi cients 
evaluated for the present experimental 
data and values commonly used in prac-
tical engineering assignments (Knapp 
1960) are shown together. The discharge 
coeffi cients computed from the PF so-
lutions are closer to reference sets than 
those from the VoF. 

Sensitivity analysis
In our study we performed a sensitivity 
analysis of the mesh taking advantage of 
the Richardson extrapolation. This meth-
odology is in wide use in CFD applica-

tions and was exploited in the sluice gate 
problem e.g. by Oner et al (2012). The 
grid quality is assessed on the basis of a 
grid convergence index which represents 
the approximated uncertainty related to 
the grid resolution. It is defi ned as (Celik 
et al. 2008):

 (11)

where:
ea

21 – approximated relative error;
r21 = d2/d1 – grid refi nement factor be-
tween grid 2 and 1;
p – extrapolation order. 
The grid indices are chosen in such way 
that: d1 < d2 < d3. The p order of the 
method is calculated iterating the follow-
ing expressions:

32 21
21

21

32

32 21

1 ln /
ln

ln

1 /

p

p

p= +q p
r

r s
q p =

r s

s= sign

 (12)

FIGURE 9. Discharge coeffi cient for non-submerged sluice gate fl ow as a function of relative opening 
a/H
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where:
ε21 = Y2 – Y1, ε32 = Y3 – Y2, Y – tested 
model output (i.e. the contraction coef-
fi cient).

Oner et al. (2012) analyzed the mesh 
sensitivity against the velocity at the 
chosen location, taking it as a model out-
put. In our study, we apply the GCI to the 
contraction coeffi cient which provides 
an overall characterization of the sluice 
gate fl ow process. 

For the VoF approach, the outcome 
value for the sensitivity analysis, the 
contraction coeffi cient (3) was computed 
for the minimum water level h after the 
gate. The error estimated for the contrac-
tion coeffi cient computed with the fi nest 
mesh is about 3–4% with the local order 
of accuracy p ranging from 0.29 to 2.02.

For the PF model the computations 
were performed for three mesh sizes. 
Here, however, cell sizes representing  
water depths, are a part of the solutions 
and it is more convenient to consider 
refi nement in the sense of a number of 
nodes. The fi nest mesh had 240 nodes, 
the moderate 222 and the coarse 210. 
Furthermore, the refi nement was applied 
only to a downstream region, where 
velocity gradients are the highest. The 
sensitivity analysis revealed that the PF 
solution is insensitive to the mesh reso-
lution.

CONCLUSIONS

Both models allowed simulations of 
sluice gate fl ows that were in agreement 
with laboratory measurements. Appar-
ently, the PF model allowed us to obtain 
more accurate values than the sophisti-
cated VoF formulation. This is caused by 

an overestimation of losses in the second 
approach, which might arise from the 
limitations of the k-ε turbulence model, 
being inaccurate for fl ows with a strong 
adverse pressure gradient.

In the PF approach there is an absence 
of the loss term and as a result, a higher 
value of a contraction is determined. 
The same applies to water profi le down-
stream of the gate. The assumption of a 
loss-less fl ow in the PF approach makes 
it impossible to reproduce an increase of 
water depth in the direction of the fl ow. 

It seems that for such specifi c prob-
lems, simpler methods, such as the PF 
model, are appealing, as data and com-
putational costs are much lower than in 
the case of complex methods. In particu-
lar, the results for the basic properties of 
the process might be at least satisfactory. 
The VoF model provides a solution to a 
wider number of applications and as an 
outcome adetailed description of a fl ow 
fi eld can be obtained. However, a proper 
reproduction of the basic characteristics, 
such as the contraction coeffi cient, might 
be still an issue. 

The contractions and discharge coef-
fi cients calculated from measurements 
are smaller than those computed based 
on  potential fl ow theory; however the 
general agreement is satisfactory.
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Streszczenie: Doświadczalna i numeryczna ana-
liza niezatopionego wypływu spod zasuwy. Nie-
zatopiony wypływ wody spod zasuwy opisano 
dwoma modelami: uproszczonym, wyprowadzo-
nym na podstawie teorii płaskiego przepływu po-
tencjalnego (PF), i modelem o większym stopniu 
złożoności, bazującym na uśrednieniu Reynoldsa 
równań Naviera-Stokesa (RANS). Wyniki obli-
czeń przepustowości scharakteryzowano współ-
czynnikami wydatku i porównano z wynikami 
własnych pomiarów hydraulicznych oraz poda-
wanymi w literaturze. Współczynniki wydatku 
uzyskane z modelu PF są zbliżone do wyników 
badań eksperymentalnych. Nieco większe różni-
ce wartości współczynników wydatku uzyskano 
z obliczeń modelem RANS. Wynika to z przesza-
cowania strat energii strumienia wody. 

Słowa kluczowe: niezatopiony wypływ wody 
spod zasuwy, numeryczna mechanika płynów, 
OpenFoam, interFoam, przepływy potencjalne, 
współczynnik kontrakcji, współczynnik wydatku
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