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The aim of the article is to apply the method dditsgd analysis to research the
real estate property market in Subcarpathian regioRoland. The methods of
spatial statistics will be used to model the spdifierences of prices per frof
a residential unit located in 26 districts of theib8arpathian regiorand to
investigate spatial autocorrelation. The databaskde presented in the graphical
form. The results may be used to set the spat@llaeties and relations. The
methods presented may be applied while takingegfimtecisions.
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1. Introduction

The aim of spatial analysis is to obtain informati@about the spatial
dependence regions and interactions between thees/alf the variables tested
in different locations. Spatial analysis allows afatining the similarities and
differences between regions, the use of such msthaod tools enables
to distinguish a group of regions similar to eatteo and find regions significantly
different from its neighbours. Thanks to the estiomamodels taking into account
the spatial factor, it is possible to determine #patial relationship between
observations in different locations, as well as demonstrate the existence
of spatial factor differentiating the studied phevemon between locations [6].



Understanding the diversity of space allows usraaiet a change and shape
the policies of regional economic development. Bpace analysis takes place
at different levels: location analysis, spatiaknatctions, economies of scale, spatial
autocorrelation. Space effects can be divided into:

» Spatial heterogeneity - structural relationshigsganging along with the

location of the object,

» Spatial autocorrelation relating to the systemspiatial changes.

Spatial econometrics takes into account the asgette position of the object in
space, unlike the classic econometrics, which dedth the setting using
mathematical methods - statistical, quantitativgutarity.

The occurrence of spatial dependence results fraonréasons [4]. The first
concerns the analysis of spatial data in studi¢is spatial units (country, county,
municipality, district). The second reason is tlaetfof the socie- economic
activities of people shaped by distance and lonatidhe phenomenon of spatial
autocorrelation associated with the First Law ob@aphy of Tobler, saying that
in space everything is related to everything dlse,closer things are more related
than distant things [5].

The article presents the spatial differentiatiopiates per 1fmof a residential
unit. For spatial units, according to which we gead, differences in selected
districts of the Subcarpathian county. In additiagin,presents the possibility
of practical application of spatial dependencedattirs for economic analysis.

2. Research Methodology

Analysis of the spatial autocorrelation is based te finding that
the intensification of the phenomena in the spatiatity depends on the level
of such phenomenon in adjacent units. For timeesasie talk about a time delay
and the phenomenon of temporal autocorrelation|ewfor spatial data we talk
about the delay caused by the criterion of spat&bhbourhood. The spatial
structure of the neighbourhood is defined by thatiap scales, recorded with
matrix or graph [4].

With the saving matrix, initially formed is adjaagnmatrix - a binary matrix.
A value of zero means no neighbourhood betweemmnsgia value of 1 is awarded
for an element that satisfies neighbourhood camditiThen the matrix is
standardized by rows, so that the sum of each mvale 1. Adjacency matrix is
the most common type used in the array. The gréupooe sophisticated matrix of
weights include CIiff and Ord matrix, Dacey matrigocial distance matrix,
economic distance matrix, [2, 6].

One of the common measures used to determine riiegt and character
of spatial autocorrelation are global and local tigpastatistics. One of the
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commonly used are global and local | Moran's diesisWe can also calculate
Geary, Getis and Horde coefficients. Global | Mdsastatistics is used to test the
existence of global spatial autocorrelation and given by:
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where, §° :—Z()g -X)? is an observation in the region, aRds the average of
n-s

all regions studiedy is the number of the regiongj, centipede is an element of a
spatial array by weight.

Moran’s statistics can take two forms, dependingterassessment - normal
or of randomization [4]. Therefore moments to t#s¢ null hypothesis are
calculated on the assumption of normality or ranidation [3]. The Moran’s
statistics has a value in the range of -1 to 1lalue& of 0 means no autocorrelation,
negative values - negative autocorrelation, whigamns there are different values
next to each other. Positive autocorrelation mehatsthe values are concentrated
in space, and the neighbouring regions are siniilais means that we are dealing
with clusters, spatial clusters. This is comparabl¢he diffusion process. In the
case of a negative spatial autocorrelation neighbguareas are different, more
than it would appear from a random distribution.sTts called. checkerboard
effect.

A graphical presentation of global Moran’s statistis a scatter chart, which
is used to visualize the local spatial relationshiphe chart on the horizontal axis
is standardized, analysed variable on the vertioda$ test, standardized with
spatially delayed variable [6]. The chart allows the regression line and it
is divided into four quadrants (HL, HH, LL, LH) \&rs zero point.

Table 1.Graphicpresentatiomf global Moran’s statistic

Low values High values

in the neighbouring regions (L)) in the neighbouring regions (H)

High values Negative spatial autocorrelatignPositive spatial autocorrelation
in the region i (H) (square HL) (square HH)

Low values Positive spatial autocorrelation Negative spatial autocorrelatign
in the region (L) (square LL) (square LH)
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HH and LL squares indicate the clustering of regiaith similar values. The
slope coefficient of the regression line is ideatf with a global | Moran's
statistics for standardized weights matrix lines.

Statistics for determining spatial autocorrelaibam be used to identify spatial
arrangements. For this purpose, a local ratinggadpelationships LISA proposed
by Anselin in 1995 that allow determination of thienilarity of the spatial entity
with respect to its neighbours and to examine thatistical significance of the
compound [1]. LISA for each observation indicates tlegree of importance of the
spatial concentration of similar values around #malysed spatial unit, for all
observations the sum LISA is proportional to a glolindicator of spatial
dependence. The article as LISA there was locabiav's statistics used.

Local | Moran’s statistics measures whether theoregs surrounded by the
neighbouring regions of similar or different valueghe test variable with respect
to the random distribution of the values in thecgpg®]. li is a smoothed index for
individual observation, which can be used to findal clusters. Local statistics
is given by:

where elementsy; of the centipede come from spatial weights madtandardized
by lines. Tests of significance statistics are Hame distributions arising from the
conditional randomization or permutation. Standaedj local Moran’s statistics
has a value significantly negative when the redsosurrounded by regions with
significantly different values of the test variablehich is interpreted as a negative
autocorrelation. Acceptance of significantly pagtivalues means that the region
is surrounded by similar neighbouring regions dredd occurs regional clustering.
The absolute value of the local Moran’s statistiaa be interpreted as the degree
of similarity or differentiation.

3. An example of the use of statistics spatial depgence

To carry out the analysis presented in the arti@dee was applied the data
onthe average price of 1m2 of residential premiges26 districts of the
Subcarpathian county. The data source was theamndf sale on the primary
market, the secondary market and the one presgntkd offer. The summary was
generated from the AMRON database. The terms otrdresaction involved the
entire 2014 year. In addition, the report was dmit with the macroeconomic
data: the population of working age and the registeinemployment rate. Spatial
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distributions illustrated in the Arc View GIS ansly were performed using
Statistica software, PQStat. To describe the dpatiationship there was the
matrix based on space generated. During the asalyhe two types of
neighbourhood matrices; basic binary matrix andfitisé row matrix standardized
by rows. Such prepared the database was used dolatel the global and local
Moran’s autocorrelation. Pre-generated was thechdescriptive statistics on the
average, median and standard deviation of the vestable and selected
macroeconomic data for the region (Table 2).

Table 2.Values of basic descriptive statistics

Average Mean Standard deviation
Price 1m2 [PLN] 1966.40 2430.98 1448.6
Population at the working age 89731.52 49029.00 7185
The registered unemployment ra1e 16.24 16.80 4.4

Data analysis was preceded by calculating the latioa coefficients for the
test variable and two macroeconomic data. The satiained indicate a slight
impact of the number of people of working age facle region per the price
of a dwelling. More important is the local unempiosnt rate. It is a negative
correlation, confirming the opinions of Subcarpathiregion as being poor
(Table 3).

Table 3. The values of correlation coefficients

Price 1m2 | Population atthe] The registered

[PLN] working age | unemployment rate
Price 1m2 [PLN] 1.00000 0.127055 -0.225055
Population at the working age 0.12705% 1.000000 -0.243818
The registered unemployment raﬂe—0.22500 —0.243818 1.000000

With the assumed significance level of 0.05, thewmes global correlation
Moran’s coefficient set, which for the test varelid |y =—-0.121676. There was a
scatter chart of global Moran’s statistics drawoinBs are placed in only three
squares HL, HH, LH. The district of Rzeszow is artlier. Distribution points
indicate negative autocorrelation, or price differes due to the counties.
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Figure 1. Scatter chart of the global Moran’s statistics

Subsequently, the local Moran's statistics wereemhined (Table 4).
Rzeszow district adopts the essential, positiveéchvimeans that it is surrounded
by counties with similar values (cluster).

4. Conclusion

Analysis of global and local indicators of spatidiependence can
be successfully used in the economic analysis,udnety real estate market
research. Spatial autocorrelation statistics whiaficate the type and strength
of spatial dependence allow expansion of the i@ditly used measures. These
statistics allow observations of changes takingela the regions. The analyses
allow us to compare the economic processes, thegnie the basis for business
decisions. The key issue is the choice of weighasriry strongly associated with
the tested regions.

The conducted spatial analysis showed the diffeebetween the mean price
per 1nf of a residential unit in Subcarpathian region. Highest mean prices of
the residential unit are in Rzeszow and they sicgmiftly impact the lower prices in
neighbouring district of the region.
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Table 4.Values of the local Moran’s statistics

Location [counties] Local Moran’s statistics values p-value
bieszczadzki -0.22 0.8289
brzozowski -1.95 0.0515
debicki -0.32 0.7507
jaroslawski -0.39 0.6932
jasielski -1.04 0.2963
kolbuszowski 0.32 0.7464
krosnieiski 0.07 0.9446
lezajski 0.15 0.8792
lubaczowski -0.12 0.2642
lancucki 0.95 0.3430
mielecki -0.84 0.4033
nizanski -0.51 0.6085
przemyski 0.34 0.7345
przeworski 0.38 0.7012
ropczycko-sedziszowski -1.24 0.2146
rzeszowski -0.90 0.3691
sanocki -0.39 0.6950
stalowowolski -1.19 0.2322
strzyzowski -0.67 0.5049
tarnobrzeski 0.06 0.9512
leski -1.10 0.2695
Krosno 0.05 0.9567
Przemysl 0.13 0.8950
Rzeszow 2.73 0.0064
Tarnobrzeg -0.03 0.9732
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Lokalne wartoédi statystyki Morana
[ -1947237 - -1,947237
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Grarica

Figure 2. The chart of the local Moran’s statistics for Satpathian counties
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Figure 3. The chart of essential, local Moran’s statistiakies. The analysis supports the
assessment that prices of residential propertipsrdeon the spatial position. The high
average price of 1frof a residential unit in Rzeszow and Rzeszow idisgenerates lower
prices in neighbouring counties. Macroeconomicalalgs have little impact
on the average price
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