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Abstract: High-quality machine translation between human 
languages has for a long time been an unattainable dream for many 
computer scientists involved in this fascinating and interdisciplinary 
field of application of computers. The quite recently developed 
example-based machine translation technique seems to be a serious 
alternative to the existing automatic t ranslation techniques. In the 
paper the usage of the example based machine translation technique 
for the development of a. system, which would be able to trans­
late an unrestricted Norwegian text into Polish is proposed. The 
new approach to the example-based machine translation technique 
that takes into account the peculiarity of the Polish grammar is 
developed. The obtained primary results of development of the pro­
posed system seem to be very promising and appear to be a step 
made in the right direction towards a fully-automatic high quality 
Norwegian-into-Polish machine translation system aimed for an un­
restricted text . 

Keywords: natural language processing, computational linguis­
tics, machine translation. 

1. Introduction 

Soon after the invention of the first digital computer in 1946 some non-numerical 
applications were proposed, among which there was also machine translation . 
lVIachine translation is a science (or maybe still an art) that delivers the knowl­
edge about how to program the computers, to make them able to translate 
between human languages, for example, between Danish and Polish. It may be 
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of computer itself (Blekhrnan, Pevzner, 2000). In 1949 an American scient ist 
Warren \Veaver sent the memorandum to The Rockefeller Foundation, in which 
he demanded starting the rese<u ch on the automation of t ransla tion between 
natural languages (Arnold et a!. , 1994). Warren Vv'eaver was inspired by cryp­
tographic techniques , which were developed very strongly during the years of 
The Second World War , and he t hought that there existed some fundamental 
similari ties between these cryptographic techniques and the process of transla­
tion between human languages (Waibel et al. , 2000). 

In the paper this author presents the machine translation technique devel­
oped by himself, which is a modified example-based machine t ranslation tech­
nique, aimed especially on Polish as a target language. T he paper is organized 
as follows. In Section 2 a short outline of the history of development of ma­
chine translation systems is given. In Section 3 it is explained why automatiou 
of translation is such a difficult task, and why despite of more than 50 years 
of scientific effort a fully automati c high-quali ty machine translation system is 
st ill rat her a dream than reality. In Section 4 the way in which example-based 
machine translation technique must be modified when considering Polish as a 
target language is presented . Iu Section 5 t he resul ts obtained during the im­
plementation of the developed machine trauslation technique for Norwegian as 
a source language are presented. The paper is concluded in Section 6. 

2. An outline of machine translat ion history 

The first research group dedicated especially to machine translation was es­
tablished in t he United States in 1951. The fi rs t public demo of an operating 
machine t ranslation sys tern was given also in the USA in 1954. During this 
demo the system translated 49 pre-selected sentences from Russian into En­
glish. T he sys tem was using a vocabulary of 250 words and only six simple 
grammatical rules. The possibilit ies of early machine translatiou systems \Vere 
very far from this, what had been expected, and many scient ists connected wit h 
the fi eld started to be disappointed . In 1966 the ALPAC (Automatic Language 
processing Advisory Committee) published its famous report, concluding that 
machiue translation was slower , less precise, and more expensive than human 
(Perez, no date) . The renaissance came in t.lw lat e 1970s. The Uniterl Statc~ s Air 
Force funded work on the l'viETAL system at the University of Texas in Austin , 
and the resul ts of the work of TAUM group led finally to the installation of the 
METEO system, which was a great commercial success . It is worth to notice 
that the METE() machine translation system is still in use, and it t ranslates 
every day from English to French more than 50,000 words of weather forecast 
bulletins. 

Nmv, a still growing interest of machine t ranslation systems can be observed 
in many countries, especially in J apan, the United States, the European Union 
(Canals, et al. , 2000), and India (Bandyopadhyay, 2000) , but after so many 
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human languages for unrPstricted text is still a long-term scientific dream of 
enormous political, social, and scientific importance (Mitarnura, 1990). Machine 
translation was also one of the earliest applications suggested for the computers, 
but turning this scientific dream into reality has turned out to be much harder, 
and much more interesting than it had first appeared (Arnold eta!., 1994). 

3. Automatic translation - a dream or reality? 

Despite more than 50 years of intensive scientific research the automation of 
translation is still far away from its fully satisfactory solution . To answer the 
question about the origin of difficulties with automation of translation between 
human languages, let us consider the differences which we can discover when we 
compare some of the human languages (Majewiez, Hl89) . 

First of all, when we study grammatical systems of any natural languages 
that are not closely related with each other, we easily can see that there exist 
much more differenees than similarities between them (Zue, Glass , 2000). 

For example let us compare the systems of personal pronouns of Arabic and 
Hungarian languages. 

Personal pronouns system of Hungarian: 

Singular P lural 
1. en 1. mi 
2. te 2. ti 
3. 0 3. ak 

Personal pronouns system of Arabic: 

Singular Double Plural 
1. ana 1. nahnu 1. nahnu 
2. (m.) ant a 2. antuma 2. (m.) ant·11.m 
2. (f.) anti 2. (f.) antunna 
3. (m.) huM 3. hum a 3. (rn.) hum 
3. (f.) h~ja 3. (f.) hunna 

It is clear that the personal pronouns system of Arabic is much more com­
p1icated than the one of Hungarian. It is caused by the fact that Hungarian 
language does not know such invention as grammatical gender of words. Also 
grammatical number in Hungarian can be only singular or plural, whereas in 
A:·abic it can be singular, plural , or double. 

So, one can easily see that translating Hungarian personal pronouns into 
their Arabic equivalents is a hard task. For example, if we want to translate 
Hungarian pronoun ok (in English they) into Arabic we must additionally know 
how many persons are involved with this pronoun ok. If exactly two persons are 
r>An C ;~ aro rl 1T tl"\ l'17tll •• ~,... +l ... n A .... .... \....; ,.., .......... ... ...l 1 .... . _._.~ n .. L :c L t.. ..... - ---- --- --·- l L -
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persons we must aclditionally know, whether they are men or women. If they 
are men we will use the Arabic word hum, in other case hnnna. 

Where do we know from how many persons are involved , and whether they 
are men or wonwn, while Hungarian \vord oA: states nothing about it? The 
answer is that we know this from the context of the utterance. A human trans­
lator ccm in most cases very easily extract such context information , but full 
automation of this process is still a pure science-fiction. 

Quite hig differences between human languages can also he noticed when 
we study their vocabularies. In fact, the vocabulary of each language is an 
iudependent and very complex systPm. If we want to translate, for example, 
from Chinese to Croatian, it is a hard work to find in Croatian the equivalents 
of Chinese words that preserve their original meanings. Whi le doing this a. 
hmnan translator has to cope with enormous number of lexical holes , that is , 
words that. do not have their equivalents in the other language, and as such 
can be translated only by the medium of a long description that clears up their 
semantics. 

The way the different languages arrang<~ lexical units with respect to the 
real world objects awl abstract. uotions is illustrated in Fig. 1. In Fig. 1 each 
rectangle is a symbol of some physically existing object or some abstract enti ty. 
The rec t ;mgks arc numbered from 1 to G. Further, \Ve It ave two difl'erent. natural 
lauguages: language A and language B. 

A[~-~ -~ 
~---.. ---------~ 

I 

B [ru § [~0JlJSll; _j 
Figme 1. Illustration of the way in which difi'erent languages divide reality into 
lexical items. 

We cau see that in language A objects 1 and 2 a.re described only by one 
common lexical entity, whereas in language B there exist two different lexical 
entities, separate for object 1 and object 2. Further, we can notice that object 
3 does not have any lexical ent ity in language A, so it is a lexical hole, whereas 
in tlw lauguage B it ha.s its own lexical item. Objects 4 and 5 in language A are 
grouped together in one lexical entity and object. 6 is a separate lexical entity, 
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one lexical entity. 
A very good example of thr. above (maybe a bit too abstract) comes from 

the Swedish language. If we want to translate English word grandfather into 
Swedish, we must additionally know whether this grandfather is a father of a 
father or a father of a mother. In the first case we should use the Swedish word 
farfar in the other morfar, whidt is illustrated in Fig. 2. 

gr:lJHlfather 

English I a father of a father I 
I 

a father of n mothd" I 
L___ _ _____ j 

farfar morfar 

Sweclhh l_ a father of a f<1the~J a father of a mother 

Figure 2. English word grandfather· versus Swedish \VOrds farfar and m.orfar. 

Another similar example comes from French language. Namely, if we want 
to translate an English word river into French , we must know whether it. is a 
main river , which is directly connected with the see, or it is only a. tributary of 
some bigger river. \Ve absolutely must have this information because in the first 
c<.\se we have to use the French word fleuve, and in the seco11d case the correct 
choice is French word r·ivib·e. This situation is illustrated in Fig. 3. 

l'iH'I' 

English 
I 

a. main river 
I I 

a tribntmy river 
I 

fleuYe rivier 

Fnnch a main river 
I 

n tributary river 
I 



362 M . GAJEH. 

l3ut the perhaps most serious problem, which the computer has to cope with 
in rnachine translation is the ambiguity of human languages (Baker et al. , 1990; 
N0t et al. , 2000) . We can distinguish syntactic ambigui ty when there exist 
at least two alternative ways of synt actic analysis of a sentence. One of the 
examples is an English sentence: 

I see a. man ·in the park w-ith a telescope. 

This sentence is threefold ambiguous because we do not knmv if the phrase 
with the telescope should be interpreted in connectiou with a verb to see, or 
with the noun n man, or with the IlOllll the park. In each of these cases the 
meaning of the sentence is totally different.. The problem is that this ambigui ty 
cannot be preserved during trallSiation because in order to translate, one have to 
understand the sent~;nce being transla ted. For example, in the case of translating 
this sentence into Polish three different translations are possible, depending em 
t.he interpretation of the English sentence : 

Widz~ czlovrieka w par·ku za pomocr; teleskopn. 
Widz~ w parkv. czlowieka z teleskopem. 
Widz~ czlowieka w pnrkn z telcskopem. 

Another example of the ambigui ty on the syntactic level is an English phrase: 

old mu.n and wom.an. 

When analyzing this phrase we do not know whether it is equivalent to: 

old man and old wouw.n 
or 

old man and woman at any age. 

Another kind of ambiguity is at the sernantic level. Semantic ambigni ty ap­
pears when one sentence ca.n be understood in at least two different. HlilllitCrs 
(Whi telook, Kilby, 1005). A good example is the English sentence: 

She threw the vase at the window nnd it broke. 

This sentence is ambiguous because we do not know wha.t is broken , n window 
or n va.se? If we wished to try to translate t his sentence inl o Polish we would 
have a hard choice to make. If we decided that the window is broken, the Polish 
traHslation would be: 

Onn r·zucila wa.zg. w okno i ono pr;klo. 

In the other case we would obtain the followi11g Polish traHslation: 
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Another kind of ambiguity is the ambiguity at the lexical levc)] of language 
analys is. Lexical ambiguity is such a serious problem iu the case of nwchine 
translation systems because it exists in every natural language and it is really 
ubiquitous. In fact, if we open any bilingual dictionary, for example The Gn~at; 

English-Polish Dictionary, it is very hard to f1ncl a \YOre! that \Vould have only 
exactly one meaning. lu fact, most of English words have at least two completely 
different Polish equivalents. So , the question is, which one of t.hem t!Je C:O t11putcr 
should choose while translating, and where call computer know fron t, which one 
oE t hem is the correct one"~ 

Let us suppose that we have a sentence built of ten different words, <~Hd let 
each of these words ha.Ye exactly two different meanings. If the computer chose 
the equivalents of these words at random, this sentence~ could be translated in 
1024 different ways. The probability that, acting itt this way we obtaitt a correet 
translatiott of a whole document built from many such S(~ut. en ccs is equal in 
practice to zero. l\llorcovcr, no efficient algorithm th at allows for solving this 
problem is known, a.tiCl lexical ambiguity can be found in abu11dance in any 
human language - some examples of possible Polish translations of lexically 
ambiguous words taken from several languages of the world are listed below. 

Polish equivalents ofthe French word perle are: 1. perla., 2. paciorek, 3. kapsulka 
Polish equivalents of the Spanish word fondo are: 1. dno , 2. gl~bia, 3. tlo 
Polish equiva.leuts of the Italian word stufa are: 1. pice, 2. cieplarnia. 
Polish equivaleuts of the German word Absatz are: 1. ustc;p, 2. obca.s, 3. osad, 

4. zlo;i.e, 5. osa.dzeuic, 6. zbyt 
Polish equivalents of the English word butt are: 1. beczka, 2. pieti , 3. pniak, 

4. grubszy konicc, 5. kolba karabinu , 6. pla.stuga., 7. tta.syp za strzelnicg,, 
8. posmiewisko, 9. uderzenie glow<} 

Polish equivalents of the Dutch word boodschap are: 1. poselstwo, 2. polece­
nic, 3. wiadomosc, 4. za.kupy 

Polish equivaleuts of the Swedish word t omten are: 1. parcela, 2. pla.c, 3. kras­
noludek 

PJlish equivalents of the Norwegian word hytte arc: 1. clw.ta., 2. szalas, 3. bucla, 
4. huta., 5. kabina 

Polish equivalents of the Danish word ll')ber are: 1. biegacz, 2. clywanik 
Polish equivalents of the Finnish word kanta are: 1. poclstawa, 2. obcas, 3. sta­

nowisko, 4. baza 
Polish equivalents of the Greek word O'twnoc; (skopos) arc: 1. zamiar, 2. melodia, 

3. wartownik 
Polish equivalents of the Arabic word wusal are: 1. pol<}Czenie, 2. lq.cze, 3. kon­

takt, 4. zwiq.zek, 5. zawias, 6. dodatek 

Very problematic for machine translation systems are also complex nominal 
groups, like for example: 
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or 

This nominal group can be understood as: 

manufacturer· of toys for adults 

an ad?tlt manufacturer of toys. 

M. GAJER 

Another kind of difficulties making automation of the translation process 
so hard are all idiomatic phrases. The problem is that these idiomatic phrases 
can be also interpreted literally. For example, an idiom taken for the Rausa 
language: 

Gari ya yi kyu:u 

means that: 

It is a beautiful weather. 

But when we treat this sentence literally it means that: 

The town is beautiful. 

The question is , which of t his two meanings is the correct one? A human 
translator basing on the context of this idiom can probably make the right 
decision, but the automation of such inference is still far beyond the possibilities 
of any computer system. 

Taking under consideration all the above mentioned factors translation be­
tween natural languages can be seen as a highly creative process. A human 
translator must have a lot of invention and must know how to deal with the sit­
uations he had never met before. So, the right question is, whether it is possible 
to replace a human by a computer? 

A prominent physicist Roger Penrose in his famous books on artificial intel­
ligence, entitled The Emper-or's New Mind (Penrose, 1995) and The Shadows 
of the Mind gave very strong arguments supporting his thesis that the human 
brain operates in a non-algorithmic manner and because of this fact a human 
mind cannot be fully simulated by computer. 

Thus, if we cannot replace a human by a computer docs it also mean that 
a fully - automatic high-quality machine translation for unrestricted text is 
impossible (Fukutomi, 2000; Murphy, 2000; Nyberg, Mitamura, Carbonell , 1999; 
Mitamura, 1999)? 

The philosopher Alan lVIelby (1999) states that machine translation is headed 
in the right direction as far as domain-specific approaches using controlled lan­
guages are concerned. But further work on fully automatic high-quality machine 
translation of unrestricted text is a waste of time and money. To build such 
systems a real breakthrough in natural language processing (and maybe in the 
whole field of information processing) is required. Moreover, such breakthrough 
will not be based on any extension of currently kHown techniques, as electric 
bulb was not invented just because the research on the candle had been con­
ducted (Melby, 1999). The arguments given by Roger Penrose are very strong 
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right that replacing a human translator totally is not possible basing only on the 
currently known techniques. But, by using these currently known techniques 
we can still try to approach as close as possible this unattainable goal, which is 
a fully automatic high-quality machine translation for unrestricted text. Sup­
pose that during the intensive scientific research we built a machine translation 
system, which gives translation having 99% of accuracy, while operating on an 
unrestricted text (only 1% of this text need to be approved by a human transla­
tor). So can we really say, like Alan Melby, that we had wasted time and money 
on this research? 

Up till now, many totally different approaches to machine translation have 
been developed. These are, among others: syntactic transfer, interlingua-based 
machine translation, knowledge-based machine translation, systems based on 
statistics or neural nets, etc. (Carbonell, Mitamura, Nyberg, 1999; Ney et 
al., 1999; Canals et al. , 2000; Loukachevich, Dobrov, 2000). Among these ap­
proaches example-based machine translation is becoming a serious alternative 
paradigm (Brown, 2001; Carl, 2001; Menezes, Richardson, 2001; Way, 2001; 
Somers, 2001; McTait, 2001; Turcato, Popowich, 2001). 

The idea of example-based machine translation is very simple. Let there be 
given any bilingual text. For example Polish and English: 

"Upon my return to the United States a few months ago, after the extra­
ordinary series of adventures in the South Seas and elsewhere, of which 
an account is given in the following pages, accident threw me into the society of 
several gentlemen in Richmond, Va., who felt deep interest in all rnaters relating 
to the region and who were constantly urging it upon me, as a duty, to give my 
narrative to the public ." 

"Kilka rniesi~cy temu, gdy wr6cilem do Stan6w Zjednoczonych po wielu 
nadzwyczajnych przygodach na rnorzach poludniowych i w innych okolicach, 
o czyrn b ~d~ rn6wil dalej, przypadkowo znalazlern si~ w Richmond, stan Wir:qinia, 
w towarzystwie kilku dientelrnen6w, kt6rych ogr-omnie zainteresowaly wszystkie 
szczeg61y zwiedzanych przeze mnie okolic i kt6rzy ustawicznie wmawiali mi, ie 
obowiq,zkowo powinicnern opublikowac rnoje wspornnienia. " 

The upper text is the first sentence by the story of Edgar Allan Poe TheNar­
rative of Arthur Gordon Pyrn of Nantucket and the lower text is its translation 
made by a professional human translator. 

In the upper text the phrase "after the extraordinary series of adventures" 
was translated by the human translator as "po wielu nadzwyczajnych przygo­
dach". The main idea of the example-based translation is that if such an English 
phrase appears once again in any English text being automatically translated, 
and machine translation systems substitutes this English phrase with its Polish 
equivalent "po wielu nadzwyczajnych przygodach", we obtain once again a cor­
rect translation (Somers, 2001). This is only a supposition, not a certainty, but 
example-based machine translation technique has proved many times to the a 
serious alternative to the other existing methods Carl (2001). 

TTn t.ill nnur thPrP ovlct lrnnutn ra coo ;T'l ,.. , h~ ,..h l-'h n n A'....-.. .... +- ........ 4- : -. "- ..... L L .... .l - --- 1--
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ment of a machine translation system based ou the example-based technique has 
lead to a construction of a high quality machine translation systems that. were 
used in practice. One prominent example comes from Spain. The case of the 
magazine entitled Peri6rlico de Cntalv:nya is interesting because it is probably 
the first fully operational machine transl ation system for t ranslat ion of unre­
stricted tex t that has ever been built , which produces nearly hundred percent 
satisfactory results while trans lating from Spanish into Catalan. It is really 
amazing that this machine translat ion system is not based on any of the cur­
rently known computational linguistics theories. lVIoreover, it does not analyze 
the sentence in any way it only replaces source words (or groups of words) by 
their target equivalents, just like spelling-checker would do. The system has a. 
huge dictionary that eHectively replaces all linguistic analys is of the source-) text. 
The development of t he system requires a lot of work , in fact a quite big team 
of trained linguists constantly updates the clict iou ary with new terms, verbs in 
their different forms and sequences of words of up to six elements. Up till now, 
it has been probably the only practical implementation of a purely unsophis­
ticated machine translation system basing only on a pattern-matching scheme 
(Perez, 2000) . 

4. Modifying example-based machine translation technique 
for Polish as a target language 

Polish language, which belongs to the group of Slavonic languages, differs very 
much in its grammar from the \Vest-European languages. This is a reason why a 
direct implementation of the example-based machine translatiou technique for 
the Polish language is not so easy and probably would not bring the desired 
effects. In order to use the example-based machine translation for the sys tem 
which translates from West-Em opea.n languages in to Polish, the example-based 
translation technique must be modified a. bit. 

The sys tem proposed by this author is based on the following observations: 
• In most human languages one can distinguish the first, the second, and 

the third grammatical person. 
• In most human languages one can clistiuguish such clements of sentence 

as : a subject group S, a verb group V, and au object group 0. In the 
majority of t he lnclo-Europeau languages the most common word order iu 
the sentence is SVO (sub ject-verb-object). 

• In Polish language the grammatical number, and gender of the verb group 
must agree with these of the subject group. Further , the grammatical case 
of the object group must agree with the one required by the verb group. 

Taking into account the abovementioned observations the architecture of the 
propose example-based machine translation system is the following. The system 
is based on the database in which the translation examples are stored. The 
database records can have different a ttributes , such a.s: < case> , < number>, 
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arc set, respectively, to the grammatical rules of the Polish language, so that 
the subject aud the verb agrc~~ in the number and gender. Also the grammatical 
case of the object must agree with the one required by the verb. 

There exist three types of translation examples: 
• Noun group translation examples. These translation examples play the 

role of the subject or the object of the sentence, which is to be translated. 
• Verb group translation examples. These translatiou examples play the 

role of the verb of the sentence, which is to be translated. 
• Non-flexion type translation examples. 

5. Implementing the system for Norwegian as a source 
language 

The proposed machine translat ion technique was implemented by this author for 
the system, which translates from Norwegian to Polish. The Norwegian language 
belongs to the group of North-Germanic languages, aud it differs much from 
Polish. What is important is that both languages belong to the Indo-European 
family of languages, which implies that their grammatical structures are similar 
enough , so that the example-based machine translation conld be used . 

This author developed a database of translation examples, according with 
the methodology proposed by himself, which allowed to translate simple texts 
from Norwegian to Polish . The manner in which the system operates is illus­
tr::Jted on the following example. 

The objective of the proposed system is to translate to Polish the following 
Norwegian text: 

Dct cr· fir·e nniver·siteter i Norge. Univer·siteict i Trornso cr ·i Nord-Norge, 
Univcrsitctet i Bcr:qen er p1l Vestlo:ndct, Univcrsitetct i Trondheim, er· i Trondc­
lag, og Univer·sitetet i Oslo er pa 0stlnndct. Univer·sdctet i Oslo ligg cr· cgcntlig 
]JIL to stcde·r i Oslo. Det gamle '/I,T!i11ersitctct fm 1811 ligger· ·need i sentr"u:rn og det 
nye nnivcrsitetet ligger pu Blindcrn. Blinden1, cr· d lite stykkc ntenfor sentmm. 
Nesten allc stndcntcr er nli pii BlindenL Det nyc univcr·sitetet pr'i. fllindem, cr 
ct stoT't og morleme sted. Det er nesten en liten by for stnrlentc·ne. Det er· en 
enonn kafeter·ia med en star gr·ill og en liten resta:nm:nt. Kajeter·ian sam hetcr 
Fr·eder·ikc, er· et pop'IJ,laTt sted. Stwlentenc finner ncsten alt de trenger JilL Blin­
dent. Men de kann cgentlig ikke bo dcr. Det cr bar-e en lit en gr"nppe sam bor­
pa Blinden1 Stwlcnter·hjem. De fi es tc bor pii [{ ringsj1l. og pa Sogn, et stykke fra 
Universitctct. 
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At the beginning of a new sentence the value of at tribute <case> is set to 1. 
I <case> = 1; I 

1) non-flexion type translation example 
det er fi re universiteter 
sq, cztery uniwersytety 

2) non-flexion type t ranslation example 
i Norge 
w Norwegii 

A;; the beginning of a new sentence the value of attribute <case> is set to 1. 
I <case> = 1; I 

3) noun group translation example 
Universitetet i Troms0 <case> 
Uniwersytet w Troms0 1 
Uniwersytetu w Troms0 2 
Uniwersytetowi w Troms0 3 
Uniwersytet w Troms0 4 
Uniwersytetem w Troms0 5 
Uniwersytecie w Troms0 6 
< number> = 1; 
<gender> = 1; 

4) verb group translation example 
er < number > <gender> 
jest 1 1 
jest 1 2 
jest 1 3 
sq, 2 1 
sq, 2 2 
sq, 2 3 

L <case> = 5; 

5} non-flexion type translation example 
i Nord-Norge 
w Norwegii P6lnocnej 

At the beginning of a new sentence the value of attribute <case> is set to 1. 
I <case> = 1; I 
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6) noun group translation example 
Universitetet i Bergen <case> 
Uniwersytet w Bergen 1 
Uniwersytetu w Bergen 2 
U ni wersytetowi w Bergen 3 
Uniwersytet w Bergen 4 
Uniwersytetem w Bergen 5 
Uniwersytecie w Bergen 6 
< number > = 1; 
<gender> = 1; 

7) verb group translation example 
er < number> <gender> 
jest 1 1 
jest 1 2 
jest 1 3 
sa, 2 1 
Sq 2 2 
Sq 2 3 
<case> = 5; 

8) non-flexion type translation example 
pa Vestlandet 
w Okr~gu Zachodnim 

369 

At the beginning of a new sentence the value of a ttribute <case> is set to 1. 
I <case> = 1; I 

9) noun group translation example 
Universitetet i Trondheim <case> 
Uniwersytet w Trondheim 1 
Uniwersytetu w Trondheim 2 
Uniwersytetowi w Trondheim 3 
Uniwersytet w Trondheim 4 
Uniwersytetem w Trondheim 5 
Uniwersytecie w Trondheim 6 
< number > = 1; 
<gender > = 1; 
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10) verb group translation example 
er <number> <gender> 
jest. 1 1 
jest 1 2 
jest 1 3 
Sq 2 1 
Sq 2 2 
Sq 2 3 
<case>= 5; 

11) non-flexion type t ranslation example 
i Trondelag 
w Okr~gu Trondela.g 

M. GAJER 

At. the beginning of a new sentence the value of attribute < case> is set to 1. 
I <case> = 1; I 

12) 11mm group translation example 
Universitetet i Oslo <case> 
Uniwcrsytet w Oslo 1 
Univv·ersytetu w Oslo 2 
Uniwersytetowi w Oslo 3 
Uniwersytet w Oslo 4 
Uniwcrsytetem w Oslo 5 
Uuiwersytecic w Oslo 6 
<number> = 1; 
<gender > = 1; 

13) verb group translation example 
er <number> <gender> 
jest 1 1 
jest 1 2 
jest 1 3 
Sq 2 1 
S<+ 2 2 
Sq 2 3 
<case>= 5; 

14) non-flexion type translation example 
pa Ostlandet 
w OkrGgu Wschoduim 

At the beginning of a new sentence the value of attribute <case> is set to 1. 
I <case> = 1; I 
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15) noun group translation example 
Universitetet i Oslo <case> 
Ulliwersytet '" Oslo 1 
Uniwersytetu w Oslo 2 
Uniwersytet.owi w Oslo 3 
Uniwersytet w Oslo 4 
Uniwersytctern >V Oslo v 
Uniwersytecie w Oslo 6 
< number> = 1; 
<gender> = 1; 

16) verb group translation example 
ligger < number> <gender> 
lezy 1 1 
lezy 1 2 
lezy 1 3 
lezq 2 1 
leza. 2 2 
lezq, 2 3 
<case>= 5; 

18) non-flexion type translation example 
pa to steder 
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At the beginning of a new sentence the value of attribute <case> is set to 1. 

I <case> = 1; I 
20) noun group translation example 

det garnle universitetet <case> 
stary uniwersytet 1 
starego uniwersytetu 2 
staremu uniwersytetowi 3 
stary uniwersytet 4 
starym uniwersytetem 5 
starym uniwersytecie 6 
< number> = 1; 
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21) non-flexion type translation example 

fr a 1811 
z roku 1811 

22) verb group translation example 

Jigger < number > <gender> 
lezy 1 1 
lezy 1 2 
lezy 1 3 
lezq, 2 1 
lezq, 2 2 
lezq, 2 3 
<case> = 5; 

23) non-flexion type translation example 

need i sentrum 
w centrum 

24) non-flexion type t ranslation example 

~ 
25) noun group translation example 

det nye universitetet <case> 
nowy uniwersytet 1 
nowego uniwersytetu 2 
nowemu uniwersytetowi 3 
nowy uniwersytet 4 
nowym uniwersytetem 5 
nowym uniwersytecie 6 
<number> = 1; 
<gender> = 1; 

26) verb group translation example 

Jigger < number > <gender > 
lezy 1 1 
lezy 1 2 
lezy 1 3 
lezq, 2 1 
lezq, 2 2 
lez& 2 3 
<case> = 5; 

27) non-flexion type translation example 

I pa Blindern I 

M. GAJER 
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At the beginning of a new sentence the value of attribute <case> is set to 1. 

I <case> = 1; I 
28) noun group t ranslation example 

Blind ern < case> 
dzielnica Blindern 1 
clzielnicy blindern 2 
dzielnicy Blindern 3 
dzielnica, Blindern 4 
dzielnica, Blindern 5 
dzielnicy Blindern 6 
< number> = 1; 
<gender> = 2; 

29) verb group translation example 
er < number> <gender> 
jest 1 1 
jest 1 2 
jest 1 3 
Sq 2 1 
Sq 2 2 
Sq 2 3 
<case> = 5; 

30) noun group translation example 
et lite stykke utenfor sentrum <case> 
mala dzielnica leza,ca poza centrum 1 
malej dzielnicy leza,cej poza centrum 2 
ma!ej dzielnicy leza,cej poza centrum 3 
mala, dzielnica, leza,ca, poza centrum 4 
mala, dzielnica, leza,ca, poza centrum 5 
malej dzielnicy leza,cej poza centrum 6 
< number> = 1; 
<gender> = 2; 

A~. the beginning of a new sentence the value of attribute < case> is set to 1. 

I <case> = 1; I 
31) non-fl exion type translation example 
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32) noun group translation example 
aile studenter <case> 
wszyscy studenci 1 
wszystkich student6w 2 
wszystkim studentom 3 
wszystkich student6w 4 

wszystkimi studentami 5 
wszystkich studentach 6 
< number> = 2; 
<gender> = 1; 

33) verb group translation example 
er < number> <gender> 
jest 1 1 
jest 1 2 
jest 1 3 
Sq 2 1 
sa, 2 2 
Sq 2 3 
<case> = 5; 

34) non-flexion type translation example 

~ 
35) non-flexion type translation example 

p<1. Blindern 
w dzielnicy Dlindern 

M. GA .JE !l. 

At the beginning of a new sentence the value of attribute <case> is set to 1. 
I <case> = 1; I 

36) noun group translation example 
det nye universitetet <case> 
nowy uniwersytet 1 
nowcgo uniwersytetu 2 
nowemu uuiwersytetowi 3 
nowy uni wersytet 4 
nowym uniwersytetem 5 
nowym uniwersytecie G 
< number> = 1; 
<gender> = 1; 
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37) non-flexion type translation example 
pil. Blindern 
w dzielnicy Blindern 

38) verb group translation example 
er < number > <gender> 
jes t 1 1 
jes t 1 2 
jest 1 3 
Sq 2 1 

s;:" 2 2 
Sq 2 3 
<case> = 5; 

39) noun group translation example 
et stort og moderne sted <case> 
cluze i nowoczesne miejsce 1 
cluzego i nowoc:zesnego miejsca 2 
duzemu i nowoc:zcsnemu miejsc:u 3 
cl uze i nowoczesne miejsce 4 
cluzym i nowoczesnym miejscem 5 
cluzym i nowoczesnym miejsc:u 6 
< number> = 1· , 
<gender > = 3; 
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At the beginning of a new sentence the value of at tribu te <case> is set to 1. 
I <case> = 1; I 

40) non-fiexion type translation example 
det er 
jes t tam 
<case> = 1· , 
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42) noun group translat ion example 
en liten <case> 
male miasto 1 
malego mia.sta 2 
malemu miastu 3 
male miasto 4 
malym mia.stem 5 
malym miescie 6 
<number> = 1; 
<gender> = 1; 

43) non-flexion type translation example 
for studentene 
dla studentow 

M. GAJER 

At the beginning of a new sentence the value of attribute <case> is set to 1. 
I <case> = 1; I 

44) non-flexion type translation example 
det er 
jest tam 
<case> = 1; 

45) noun group translation example 
en enorm kafeteria <case> 
olbrzymia kawiarnia. 1 
olbrzymiej kawiarni 2 
olbrzymiej kawiarni 3 
olbrzymiq, kawiarniq, 4 
olbrzymiq, kawiarniq, 5 
olbrzymiej kawiami 6 
< number> = 1; 
<gender> = 2; 

46) non-flexion type translation example 
med en stor grill 
z duzym grillem 

47) non-flexion type translation example 

~ 
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48) noun group translation example 
en liten restaurant <case> 
mala resta.uracja. 1 
malej restauracji 2 
malej restauracji 3 
ma.lq, restaura.cjq, 4 
malq, restauracjq, 5 
malej resta.uracji 6 
<number> = 1; 
<gender> = 2; 

At the beginning of a new sentence the value of attribute <case> is set to 1. 
I <case> = 1; I 

49) noun group translation example 
ka.feteria.n <case> 
kawiarnia. 1 
kawiarni 2 
kawiarni 3 
kawiarniq, 4 
kawiarniq, 5 
kawiarni 6 
<number> = 1; 
<gender> = 2; 

50) verb group translation example 
som heter Frederike <case> 
kt6ry nazywa si~ Fryderyka 1 
kt6ra nazywa si~ Fryderyka 2 
kt6re nazywa si~ Fryderyka 3 
kt6rzy nazywajq, si~ Fryderyka 4 
kt6re nazywajq si~ Fryderyka 5 
kt6re nazywajq, si~ Fryderyka 6 

51) verb group translation example 
er <number> <gender> 
jest 1 1 
jest 1 2 
jest 1 3 
Sq 2 1 
Sq 2 2 
Sq 2 3 
<case>= 5; 
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52) noun group translation example 
et popular t sted < case> 
popularne miejsce 1 
popularnego rniejsca 2 

populamemu miejscu 3 
popula.rne miejsce 4 
popularnym rniejscern 5 
popularnym miejscu 6 
< number> = 1; 
<gender> = 3; 

At the beginning of a new sentence the value of attribute < case> is set t o 1. 
j < przypadek> = 1; I 

53) noun group translation example 
studentene <case> 
studenci 1 
studentow 2 
studentorn 3 
studentow 4 
studenta.mi 5 
studentach 6 
< number> = 2; 
<gender> = 1; 

54) verb group translation example 
fin ncr < number> <gender> 
znajduje 1 1 
znajduje 1 2 
znajduje 1 3 
znajduj& 2 1 
znajduj& 2 2 
znajduja, 2 3 
<case> = 5; 
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56) noun group translation example 
a lt de trenger <case> 
wszystko czego potrzebuja, 
wszystkiego czego potrzebuj <l 
wszystkiemu czego potrzebu.ia. 
wszystko czego potrzebujq, 
wszystkim czego potrzebuj <\ 
wszystkirn czego potrzebuja, 
< number> = 1; 
<gender > = 3; 

57) non-fiexiou type translation example 
pa Blindern 
w dzielnicy Blindern 

1 
2 
3 
4 
5 
6 

370 

At the beginning of a new sentence the value of attribute <case> is set to 1. 
! <case> = 1; I 

58) non-flexion type translation example 

50) non-ftexion type translation example 
de 
oni 
< number> = 2; 
<gender>= 1· 

' 
GO) v<!rb group translation example 

kann egentJig ikke bo <case> 
nie moze wlasciwie micszkac 1 
nie moze wlasciwie mieszka<': 1 
nie moze wlasciwie mieszkac 1 
uie mogq, wlasciwie mieszkac 2 
nie mogq, wlasciwie mieszka<': 2 
nie rnog11 wlasciwie mieszka<': 2 

61) non-flexion type translation example 

~ 
~ 

<gender> 
1 
2 
3 
1 
2 
3 

At the beginuing of a new sentence the value of attribute <case> is set to 1. 
I <case > = 1; I 
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62) non-flexion type translation example 
deter 
jest tam 
<case>= 1; 

63) non-flexion type translation example 
bare 

64) noun group translation example 
en liten gruppe <case> 
mala grupa 1 
malej grupy 2 
malej grupie 3 
mala, grupa, 4 
mala grupq 5 
malej grupie 6 
<number> = 1; 
<gender> = 2; 

65) verb group translation example 
som <case> <gender> 
kt6r 1 1 
kt6ra 1 2 
kt6re 1 3 
kt6rzy 2 1 
kt6re 2 2 
kt6re 2 3 

66) verb group translation example 
bor pa <case> <gender> 
mieszka w 1 1 
mieszka w 1 2 
rnieszka w 1 3 
mieszkajq w 2 1 
mieszkajq w 2 2 
mieszkajq w 2 3 
<number> = 6; 

M. GAJER 
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67) noun group translation example 
Blindern Studenterhjern <case> 
dom studencki w dzielnicy Blindern 1 
dornu studenckiego w dzielnicy Blindern 2 
domowi studenckiemu vv dzielnicy Blindern 3 
dom studencki w dzielnicy Blindern 4 
domern st.udenckim w dzielnicy Blindcrn 5 
domu studenckim w dzielnicy Blindern 6 
< number> = 1; 
<gender> = 1; 

At the beginning of a new sentence the value of attribute <case> is set to 1. 
I <case> = 1; j 

6b) non-flexion type translation example 
de 
Olll 

< number > = 2; 
<gender > = 1; 

69) non-flexion type translation example 
fleste 
najcz~sciej 

70) verb group translation example 
bor pa <case> <gender> 
mieszka w 1 1 
rnieszka w 1 2 
mieszka w 1 3 
mieszkaj q, w 2 1 
mieszkajq, w 2 2 
mieszkajq, w 2 3 
< number> = 6; 

71) noun group translation example 
Kringsja <case> 
dzielnica Kringsja 1 
dzielnicy Kringsja 2 
dzielnicy Kringsja 3 
dzielnicq, Kringsja 4 
dzielnica, Kringsja 5 
dzielnicy Kringsja 6 
< number> = 1; 
<gender > = 2; 
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72) non-flexion type translation example 

I ~)g I 

73) non-flexion type translation example 

pa Sogn 
w dzielnicy Sogn 

74) noun group translation example 

et stykke fra Universitetet <case> 
czc;sc uniwersytetu 1 
cz~sci uniwersytetu 2 
czc;sci uniwersytetu 3 
czc;sc uniwersytetu 4 
cz~sci<l, uni wersytetu 5 
cz<;sci uniwersytetu 6 
<number> = 1; 
<gender> = 2; 

M. GA.JER 

The effect of the work of the proposed example-based machine translation 
system is Polish translation of the original Norwegian text: 

Sq cztery u.niwersytety w Norwegii. Uniwersytct w Tromso jest w Norwcgii 
P6lnocnej. Uniwersytet w Bergen jest w Okn~gu Zachodnim. Uniwcrsytet w 
Trondhcim jest w Okn:gu. Trondelag. Uniwer·sytet w Oslo jest w Okn~gu Wschod­
nim. Uniwersytet w Oslo lciy wlasciwie w dw6ch miastach w Oslo. Star·y u.n·iw­
ersytet z roku 1811 leiy w centmm i nowy ·u.niwersytet leiy w dzielnicy Blinden1.. 
Dzielnica Blindern jes t malq dziclnicq lciqcq pozo. ccntru:rn. Prawic wszyscy stn­
dcnci sq teraz w dziclnicy Blindern. Nowy uniwersytet w dzielnicy BlindCTn jest 
du.iym i nowoczesnym miejscem. Jest tam prawic male rniasto dla student6w. 
Jest tam olbrzymia kawiamia z dniym gr·illem i mala resta'll:racja. Kawiar­
nia kt6ra nazywa sif; Fryderyka jest populan1.ym miejscem. Stndenci znajdujq 
prawie wszystko czego potrzebu.jq w dzielnicy Blindern ale oni nie mogq wla.5ci­
wie mieszkac tam. Jest tam zaledwie mala gru.pa kt6ra mieszka w dom11. stu­
denckim w dzielnicy Blindem. Oni najczf;scicj mieszkajq w dziclnicy Kr·ingsja 
i w dzielnicy Sogn CZf;sci uniwersytetu. 

It must be stressed that the Polish t ranslation is both correct from the 
grammatical point of view and it is also an exact translation of the original 
Norwegian text. Moreover, the obtained Polish text seems to be natural, and 
thus very similar to the one produced by a human translator. These facts point 
out that the modified example-based machine translation technique proposed 
by this author is headed in the right direction. Of course, the obtained Polish 
tlcJ.nslation is not perfect, but the question is if the perfect translation does really 
exist? If we compare the effects of work of different human translators that have 
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as better , while the other ones as worse. Bnt in many cases the assessment 
of translation quality is a very subjective matter, and even some experts rn a:y 
diff"!r in their opinions. Taking the above into account the conclusion is that 
pr•rfect translation does not exist and it is only the indication of direc tion , at 
which the process of translation should be aimed. The modified example-based 
machine translation technique proposed by this author is a method that allows 
to approach quite close to this aim of perfect translation which can be never 
a ttained either by a human or a computer. 

6. Final remarks 

The high-quality machine translation system for unrestricted text has always 
beeu an un achievable goal for the computer scientists worJ.jug in the field of 
automa.tic translat ion between human languages. And maybe, because of the 
n ::asous of fundamental ua t.ure (the lack of possibili ty of consttucting an algo­
rithm equivalent to the creativeness of the human mind) human t ranslators will 
never be eliminated by computers totally, and high-quality machine translatiou 
for unrestricted text will forever remain t he Holy Grail of scientific research (IVIi­
tarnura, Nyberg, Carbonell, 1999). But , by using various machine translat ion 
techniques we can of com se try to approach as close as possible this m1a.tt.a inabk 
goal (Loukachevich, Dobrov, 2000). Quite recently the example-based machine 
translation technique has enwrged as a very serious and tempting alt.ernati ve to 
the existing systems t hat are mainly based on the knowledge developed in the 
fidel of cornputationallinguist.i cs. 

In the paper an implementation of the example-based machine translation 
tecimique i11 the system, which translates from Norwegian to Polish, is pw­
Jl0Sed. In order to usc the example-based machine translation technique for t he 
Polish language , which possesses very specific grammat ical features, this author 
proposed a modification of th is technique that allO\vs to take into accouu t the 
fl exion natm e of the Polish language. 

T he results obtained so far arc very promising and show that the usage 
of example-based machine t ranslation technique for the Polish and Norwegian 
lauguage pa ir is a step made in t he right din~ct.ion . But, one cannot forg(~ t 

t hat the final success depends strongly on the dimension of the da tabase of 
trans lation examples . The effective construction of such a da tabase requires a 
lot of work and time. In fact, it is a task for a quite big team of t rained linguists 
and computer scientists, who, basing only on a great bilingual corpus would be 
able to extract all the necessary and most frequently used translation examples. 

The results obtained so far by this author are very promising. Using the 
example-based machine translation technique this author has translated in to 
Polish a vast corpus of foreign texts . The statistics concerning the translation 
exarnples length (Fig. 4) seems to be very in teresting . 

In order to t ransla te in to Polish the corpus of foreign texts totally 2737 
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Figure 4. Statistics of the translation examples lengths. 

1258 one-word examples, 856 two-word examples, 377 three-word examples, 156 
four-word examples, 59 five-word examples, and only 22 translation examples 
that were longer than five words. The translation examples of the length equal 
one, two or three words constitute together 91.01% of all the translation exam­
ples. Hence, the average length of translation examples is not big. Moreover, 
almost everything can be translated by the use of translation examples that 
are not longer than three or four words. From this point of view one can be 
optimistic about the possibility of gathering a database of translation examples 
that would be sufficient for performing translation of a sufficiently good quality. 
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